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Abstract

Program synthesis is the mechanised construction of software. One of the main difficulties is the efficient exploration of the very large solution space, and tools often require a user-provided syntactic restriction of the search space. Writing such templates is often challenging, particularly since any constants required in the solution must be given in the template. In this dissertation we explore the research hypothesis that synthesis of programs without provision of such syntactic templates is computationally feasible using methods based on CounterExample Guided Inductive Synthesis (CEGIS).

The key contribution of this dissertation is a new approach to program synthesis that combines the strengths of a counterexample-guided inductive synthesizer with those of a theory solver, exploring the solution space more efficiently without relying on user guidance. We call this approach CEGIS($T$), where $T$ is a first-order theory. Notably, since the publication of CEGIS($T$), a variant of the algorithm has been implemented inside leading synthesis solver CVC4. CEGIS($T$) is as complete (or incomplete) as CEGIS, and it does not affect worst-case run-time complexity considerations.

In combination with the development of CEGIS($T$), we introduced several algorithmic improvements that enhance both the performance of CEGIS($T$) and the baseline CEGIS algorithm. The first of these improvements is a significant change to the way we encode the synthesis problem for the SAT-based synthesis component of CEGIS in order to produce smaller formulae that can be more efficiently solved by SAT and SMT solvers. The second of these improvements is the use of incremental satisfiability solving in the synthesis component of CEGIS. Incremental satisfiability solving allows the SAT solver to re-use clauses learnt in previous CEGIS iterations, thus reducing the time per synthesis iteration.

We evaluate our contributions on a set of benchmarks taken from the Syntax Guided Synthesis Competition, and note that CEGIS($T$) is able to solve benchmarks which elude a standard implementation of CEGIS, specifically benchmarks that contain non-trivial constants. We find that the novel proposed encoding provides a substantial speed-up on all the benchmarks that require synthesising a program of length greater than one instruction. The use of incremental first-order solving in CEGIS decreases the solving time in some cases but not all, and we hypothesise that these are the benchmarks on which SAT-solver pre-processing is less important.
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Chapter 1

Introduction

Program synthesis is the task of automatically generating executable code that meets some user-given specification. The promise of program synthesis is to alleviate the burden on the engineer to devise, design and debug software code that meets the desired characteristics. The program synthesis problem has been considered in theoretical computer science since the 1950s. Alonzo Church defined the synthesis problem as the problem of synthesising a circuit from mathematical requirements:

“Given a requirement $S(t)$ in a logical system which is an extension of recursive arithmetic, to find (if possible) recursion equivalences for a circuit which satisfies the requirement”. [51]

Church used this definition to obtain complexity results [29]. However, the prospect of program synthesis algorithms becoming useful in software engineering is still a vision that is yet to be realised. Nevertheless we have seen measurable improvements in the efficiency and scalability of algorithms for synthesising programs in restricted special cases.

A driver for this algorithmic progress has been the availability of a standardised exchange format for program specifications. This format, referred to as SyGuS-IF, was introduced in 2013 by Rajeev Alur et al. [8] and has enabled an annual synthesis competition to be held. Since the inaugural competition in 2014 the performance of the solvers has improved both in terms of the number of benchmarks that can be solved and the speed of solving. The benchmarks are divided into the following classes:

- A general track, which comprises of benchmarks that require synthesising functions that: manipulate arrays; manipulate bitvectors; solve problems from the book *Hacker’s Delight* [76]; use complex branching structures over arithmetic expressions; simplify complex expressions; and control robot movement in motion planning benchmarks.
• An invariant generation track \cite{1,54}, in which solvers must generate loop invariants over bitvectors or integers.

• A programming by example track, in which solvers must synthesise programs that satisfy a set of input-output examples.

Early applications of program synthesis engines identifiable in the literature include data wrangling \cite{46}, i.e., transforming, preparing and formatting raw data to produce a more structured data for further use, and string/data transformations, which are often performed by non-programmers. The best example of this application is Flashfill \cite{60}, shipped with Microsoft Excel 2013 and later versions; synthesising programs that construct graphical objects \cite{65}; automatic code repair \cite{33,74,102}; code suggestions \cite{133}; and code analysis \cite{35}.

In full generality program synthesis is too difficult. From a logical point of view, it requires solving a formula in second-order logic, i.e., a formula that quantifies over relations as well as variables. That is, the formula quantifies over a relation $P$ because it asks if there exists a program $P$ such that a logical specification $\phi$ is satisfied for all program inputs.

In its original form, the program synthesis problem has been defined for a rich range of modal logics to express the formula $\phi$, and in full generality, the program synthesis problem is undecidable. The community has therefore made pragmatic simplifications of the problem formulation in order to devise initial algorithms.

In Syntax-Guided Synthesis the problem is constrained as follows: 1) the logical symbols and their interpretation are restricted to a specific background theory; 2) the property $\phi$ is restricted to a first-order theory in the same background theory; and 3) $P$ is further restricted to syntactic expressions from a user-specified grammar $G$. The background theories considered in the syntax guided synthesis competition \cite{10} are limited to Linear Integer Arithmetic (LIA) and bitvectors, and the property $\phi$ is quantifier free. The specification inherently contains quantifiers as the task is to verify whether there exists a program that satisfies a specification for all possible inputs. The synthesis problem is thus reduced to a second-order formula with a single quantifier alternation, defined as:

\[
\text{Given a background theory } T, \text{ a typed function symbol } P, \text{ a formula } \phi \text{ over the vocabulary of } T \text{ along with } P, \text{ and a set } G \text{ of expressions over the vocabulary of } T \text{ and of the same type as } P, \text{ find an expression } e \in G \text{ such that the formula } \phi[P/e] \text{ is valid modulo } T, \text{ where } \phi[P/e] \text{ denotes the result of replacing each occurrence of } P \text{ in } \phi \text{ with } e. \tag{8}
\]
Richer specification logics, including temporal modalities, have been discussed in the literature but are out of scope of SyGuS-IF. The key simplification made in SyGuS-IF, however, is the expectation that the problem is accompanied by the grammar $G$, which is referred to as a syntactic template in the SyGuS literature. The syntactic template is in the form of a grammar given as a set of production rules. The rules used in many benchmarks are frequently very restrictive and significantly simplify the search for a solution. Early SyGuS-IF solvers have in essence been able to find a solution by enumerating possible formulae permitted by the grammar and checking a (usually quantifier free) first-order formula for each candidate. This simplification of the problem setting has had an impact on today’s synthesis algorithms. An instance of this is that the expectation that any constant literal required for the solution is given as part of the problem has resulted in a lack of algorithms that can solve problems that require non-trivial constant literals, i.e., constants that do not feature in the logical specification or in the grammar and are not easily constructed by addition or subtraction of 0 or 1 and the maximum value that the bitvector can represent.

While this pragmatic restriction of the problem has indeed enabled a good number of tools to be designed, it has become apparent that the required grammar is a barrier to adoption of this technology in a range of applications. As an exemplar of why this is a problem, loop invariants that are non-trivial for a human to solve frequently require constant literals that are not present in the program under analysis.

For illustration, consider the very simple program below. It increments a variable $x$ from 0 to 100000 and asserts that its value is less than 100005 on exit from the loop.

```plaintext
1 int x=0;
2 while (x <= 100000) x ++;
3 assert (x < 100005);
```

Proving the safety of such a program, i.e., that the assertion at line 3 is not violated in any execution of the program, is a task well-suited for synthesis (the Syntax Guided Synthesis Competition [10] has a track dedicated to synthesising safety invariants). For this example, a safety invariant is $x < 100002$, which holds on entrance to the loop, is inductive with respect to the loop’s body, and implies the assertion on exit from the loop.

While it is very easy for a human to deduce this invariant, the need for a non-trivial constant makes it surprisingly difficult for state-of-the-art synthesisers: both CVC4 (version 1.5) [120] and EUSolver (version 2017-06-15) [9], given the above specification without a syntactic template, fail to find a solution in an hour on a 12-core 2.40 GHz Intel Xeon E5-2440 with 96 GB of RAM.
Current solvers have gone beyond enumeration of formulae permitted by the grammar and it may now be possible to consider problems in the more general unrestricted form that consist solely of a specification, i.e., omitting the requirement 3) of SyGuS-IF, that the program $P$ is restricted to syntactic expressions from a restricted grammar $G$. In particular, CVC4 leverages counterexample-guided quantifier instantiation techniques for benchmarks where the program to be synthesised is only invoked once. EUSolver leverages enumeration techniques more effectively than standard enumeration, by separately enumerating smaller expressions that are correct on subsets of inputs, as well as predicates that differentiate between these subsets of inputs. Whilst these techniques have provided a significant speed up on the available benchmarks in the SyGuS-IF framework, they are still left struggling when it comes to synthesising solutions that contain non-trivial constant literals not contained within the syntactic template provided.

In this dissertation we explore the research hypothesis that synthesis of programs without provision of such syntactic templates is computationally feasible using methods based on CounterExample Guided Inductive Synthesis. In support of this hypothesis we present a novel algorithm for program synthesis that allows the synthesis of programs containing non-trivial literal constants. We name this algorithm CEGIS($T$), where $T$ is a first-order theory. CEGIS($T$) combines the strengths of counterexample-guided inductive synthesis with those of a first-order theory solver, in order to perform a more efficient exploration of the solution space without relying on user guidance. One inspiration for this new method is DPLL($T$), which has boosted the performance of solvers for many fragments of quantifier-free first-order logic [103]. DPLL($T$) combines reasoning about the Boolean structure of a formula with reasoning about theory facts to decide satisfiability of a given formula. In a similar way, CEGIS($T$) combines reasoning about generalized candidate solutions with reasoning about theory facts to provide counterexamples that give guidance on the general structure of candidate solutions. The algorithm is complete in all cases where the CEGIS algorithm would be complete, i.e., where the space if possible programs is finite.

Supporting our hypothesis, our experimental evaluation finds that CEGIS($T$) is able to synthesise programs that elude conventional solvers. The worst case complexity of CEGIS($T$) is the same as CEGIS, but in practice the run-time is often much smaller if non-trivial constants are required. Furthermore, the CEGIS($T$) algorithm has been
subsequently integrated into CVC4 \cite{18} by the CVC4 team, and the results there are even more promising.

In combination with the development of CEGIS(\(T\)), we introduced several algorithmic improvements that enhance both the performance of CEGIS(\(T\)) and the baseline CEGIS algorithm. The first of these improvements is a significant change to the way we encode the synthesis problem for the SAT-based synthesis component of CEGIS in order to produce smaller formulae that can be more efficient solved by SAT and SMT solvers. This improvement applies across all benchmarks that require the synthesis of programs longer than a single instruction. The second of these improvements is the use of incremental satisfiability solving in the synthesis component of CEGIS. Incremental satisfiability solving allows the SAT solver to re-use clauses learnt in previous CEGIS iterations, thus reducing the time per synthesis iteration. This incremental solving reduces the synthesis time on some benchmarks but not on others, which is likely because it is necessary to disable or reduce the SAT solver pre-processing when using incremental solving.

Research Hypothesis

The research hypothesis explored by this dissertation is that synthesis of programs containing arbitrary constants is computationally feasible without provision of syntactic templates. We explore the above new algorithmic developments for program synthesis and evaluate these on a broad set of benchmarks without syntactic templates. The performance observed, against state-of-the-art program synthesis engines, suggest that program synthesis without syntactic templates is possible.

Structure of this dissertation

The structure of this dissertation is as follows:

- A full discussion of the related work is found in Chapter 2
- The basic preliminaries required for this dissertation are outlined in Chapter 1.3
- Chapter 4 presents CEGIS(\(T\))
- Chapter 5 details the improvements to the synthesis encoding
- Chapter 6 presents incremental CEGIS
- Finally, conclusions and a summary of the results obtained in the dissertation is found in Chapter 7
1.1 Contributions

In summary, the contributions made in this dissertation are as follows:

• CEGIS(\(T\)): the key contribution of this dissertation is a novel algorithm for program synthesis, based on combining SAT-based counterexample-guided inductive synthesis with a first-order theory solver. We present CEGIS(\(T\)), which is an extension to CEGIS, in the same way that DPLL(\(T\)) is an extension of DPLL. CEGIS(\(T\)) abstracts the synthesis problem to a higher level, in the same way that DPLL(\(T\)) initially constructs a Boolean template from a first-order problem; and then leverage a first-order theory solver to provide more detailed counterexamples to the synthesis block of CEGIS. The counterexamples detail whether the abstracted template is the correct one, in a similar way to the use of first-order solver in DPLL(\(T\)). This work is described in Chapter 4.

• A further contribution of this dissertation is a new efficient encoding for the synthesis problem. This is shown to reduce the size of the SAT formulae being solved by the synthesis block by X and to speed up total synthesis time by X in standard CEGIS. The synthesis encoding is described in Chapter 5.

• The introduction of the efficient encoding also enables a further contribution; incremental CEGIS. Incremental sat solving is a technique whereby, in order to solve a sequence of similar problems, a SAT solver can re-use clauses learnt whilst solving previous problems to speed up solving of subsequent problems. The nature of the CEGIS algorithm is such that the synthesis block solves multiple similar SAT problems, e.g., at each iteration it is searching for a candidate program that satisfies one more input than the previous candidate program. As such, use of incremental SAT is a natural fit to explore in this scenario. Our use of incremental SAT and the evaluation of it is described in Chapter 6.

• In addition, we contribute a set of benchmarks based on using program synthesis to synthesise safe digital controllers for Linear Time Invariant systems. We use these benchmarks, in addition to benchmarks taken from the Syntax-Guided Synthesis competition [11] and benchmarks taken from program analysis [35], to evaluate the benefit of our algorithmic contributions. Full detail of this work is given in Chapter 3.
1.2 Publications

The majority of the work presented in this dissertation is contained in the following papers. Discussion of my contributions to the papers below is included at the beginning of the chapters in this dissertation in which the material is included and in Appendix B:

- Counterexample Guided Inductive Synthesis Modulo Theories [5], CAV 2018 – with Alessandro Abate, Cristina David, Pascal Kesseli and Daniel Kroening. See Chapter 4.

The following papers encompass use of program synthesis to synthesise safe digital controllers, and the controller synthesis benchmarks we use for evaluation in this dissertation are taken from these papers:


- DSSynth: an automated digital controller synthesis tool for physical plants [2], ASE 2017 – Alessandro Abate, Iury Bessa, Dario Cattaruzza, Lucas Cordeiro, Cristina David, Pascal Kesseli and Daniel Kroening. See Chapter 3.

Finally, during my PhD I worked on the following papers outside of the scope of this dissertation. In these papers I was the lead author, and lead the development of the algorithms, the experimental work and the writing:

- Automated Experiment Design for Data-Efficient Verification of Parametric Markov Decision Processes [113], QEST 2017 – with Viraj Wijesuriya, Sofie Haesaert and Alessandro Abate

- Data-Efficient Bayesian Verification of Parametric Markov Chains [112], QEST 2016 – with Viraj Wijesuriya, Sofie Haesaert and Alessandro Abate

1.3 Preliminaries

In this section we introduce preliminaries and background knowledge used throughout this dissertation. We formally define the program synthesis problem, and give the definition of Syntax Guided Synthesis, a common program synthesis paradigm which uses restrictions on the program synthesis problem in the form of a syntactic template.
that restricts the language the program can be constructed from. We introduce Counterexample Guided Inductive Synthesis, a family of algorithms used to solve the program synthesis problem, and on which we build the algorithmic developments in this dissertation.

1.3.1 Program synthesis

Program synthesis is, informally, the task of automatically generating programs that satisfy a given logical specification. A program synthesiser can be viewed as a solver for existential second-order logic. An existential second-order logic formula allows quantification over functions as well as ground terms [124].

The existential second-order logic formula to be solved by a program synthesiser is of the form

$$\exists P. \forall \vec{x}. \sigma(\vec{x}, P)$$ (1.1)

where $P$ ranges over functions (where a function is represented by the program computing it), $\vec{x}$ ranges over ground terms, and $\sigma$ is a quantifier-free formula. We interpret the ground terms over some finite domain, and we use $I$ to denote the set of all possible inputs to the function, and so in the formula above $\vec{x} \in I$. In the context of bitvectors, $I$ is the full range of numbers that can be represented by the bitvector.

$P$ is a typed function symbol. In this dissertation, we consider programs that operate over the first-order theory of bitvectors or linear integer arithmetic. In the case of bitvectors, $P$ may be a function that takes as input a finite number of bitvector variables and returns a bitvector, or it may be a predicate that takes as input a finite number of bitvector variables and returns a Boolean.

1.3.2 Syntax-guided synthesis

Syntax-guided synthesis is a formulation of the classic program synthesis program described previously, where the solver is, in addition to the logical specification, given a grammar, known as a syntactic template, from which to construct the program. This context-free grammar $G$ defines a set of functions $L$. Each function in $L$ has the same type as that of $P$, the program to be specified.

Given the specification $\sigma$ and the set of $L$ candidates, the program synthesis now becomes to find an expression $e \in L$ such that if we use $e$ as the implementation of $P$, the specification $\sigma$ is satisfied. Denote the result of replacing each occurrence of $P$ in $\sigma$ with $\sigma[P/e]$. 

8
More formally, given a theory $T$, a typed function symbol $P$, a specification formula $\sigma$ over the vocabulary of $T$ along with $P$, and a set of $L$ expressions over the vocabulary of $T$ and of the same type as $P$, find an expression $e \in L$ such that the formula $\sigma[P/e]$ is valid modulo $T$.

1.3.2.1 Theories

Program synthesis competitions such as the SyGuS competition provide benchmarks over two theories: the theory of fixed size bitvectors and the theory of linear integer arithmetic. The theory of bitvectors is a convenient theory to focus on, as it aligns very well with the semantics of the C programming language. Computers have finite memory, and so they are not able to perform calculations on true mathematical integers, and programming languages use fixed-width bitvectors as a replacement for true integers. The techniques presented in this dissertation are not, however, limited to bitvectors.

**Theory of fixed-size bitvectors** A bitvector $b$ is a vector of bits with a fixed length $l$. Each bit takes the value 0 or 1. Bitvectors are used for encoding information in computer systems, and integers in C programs are encoded as bitvectors. Reasoning about bitvectors is thus highly relevant for program synthesis and program analysis, where the semantics of operations like addition and multiplication will no longer match that of true integers, owing to concepts like arithmetic overflow. A bitvector has a finite width, and a bitvector that is $l$-bits wide is able to take one of $2^l$ bit patterns, which represent one of $2^l$ possible integer values.

$$b : 0, \ldots, l - 1 \rightarrow 0, 1.$$ 

In this dissertation we consider a subset of bitvector arithmetic, defined by the following grammar:

```
formula :: formula ∧ formula | ¬formula | (formula) | atom
atom :: term rel term | Boolean-Identifier
rel :: < | = | ≤
term :: term op term | ~term | constant | atom?term:term | identifier
op :: + | - | . | / | << | >> | & | | | ⊗
```

Further operators not included in the above list can be derived from the operators included, for example $\geq$ can be made from $\neg$ and $<$. The semantics of fixed-size bitvectors differs from the semantics of true mathematical integers in a couple of key ways:
• Integer Overflow: bitvectors are bounded. If an operation is performed on a
bitvector that results in a value greater than or smaller than that which can
be stored in the bitvector, the result will “wrap around”. That is, the least
significant bits of the result will be stored. This is identical to the behaviour of
integer overflow in C programs and verifying these semantics accurately is often
critical to proving safety of C code.

• Bit shifts: bitvectors can be shifted; if the bitvector is shifted by a value greater
than the width of the bitvector, the result is zero.

• Division by zero: if a bitvector is divided by zero, then SMT-lib defines the
result to be the maximum value that can be represented by the bitvector, e.g.,
for a bitvector of width 8 the maximum value is 11111111 or 255. Division by
zero is undefined in the C standard.

• Bitvectors can be interpreted as signed or unsigned values, where the first bit
indicates if the value is signed or unsigned, for example the bitvector 11110000
would be interpreted as \(-16\) if the bitvector is signed, or 240 if the bitvector is
unsigned. This effects the result of mathematical operations performed on the
bitvectors. for example

**Theory of Linear Integer Arithmetic**  Similarly, the syntax of a formula in linear
integer arithmetic is defined by the following rules:

\[
\text{formula} ::= \text{formula} \land \text{formula} | \neg \text{formula} | (\text{formula}) | \text{atom}
\]

\[
\text{atom} ::= \text{sum rel sum}
\]

\[
\text{rel} ::= \lt | \leq
\]

\[
\text{sum} ::= \text{term} | \text{sum} + \text{term}
\]

\[
\text{term} ::= \text{identifier} | \text{constant}
\]

Linear arithmetic disallows multiplication and division operators. The minus
operator is unnecessary as integers can take negative values and so \(x - y\) is equivalent
to \(x + -1y\). By similar argument, \(\geq\) and \(>\) are also unnecessary.

1.3.3 The CEGIS framework

The CEGIS framework is illustrated in Figure [1.1]. It consists of two phases; the
synthesis phase and the verification phase: Given the previously mentioned specification
of the desired program, \(\sigma\), the inductive synthesis procedure produces a candidate
program \(P\) that satisfies the specification \(\sigma(x, P)\) for all \(x\) in a set of inputs \(I_G\) (which
is a subset of \(I\)). The candidate program \(P\) is passed to the verification phase, which
checks whether $P$ is a full solution, i.e., it satisfies the specification $\sigma(x, P)$ for all $x \in \mathcal{I}$. If so, we have successfully synthesised a full solution and the algorithm terminates. Otherwise, the verifier produces a counterexample that is added to the set of inputs $\mathcal{I}_G$ passed to the synthesiser, and the loop repeats. The length of the program the synthesiser is searching for is restricted to some program size $L$, which is the number of instructions or operators in the program. If the synthesiser is unable to find a solution, there is no candidate program with size $\leq L$ that satisfies the current set of inputs, and we increase the program size. The default behaviour of our implementation is that the algorithm is initialized with a program size of 1 and the size is increased by one instruction any time the synthesiser is unable to find a solution. This means that we will automatically find the shortest program that satisfies the specification. There may be more than one program of a given length that satisfies the specification, in which case we are guaranteed to find one of these shortest programs.

The CEGIS framework encompasses a family of algorithms, as the method used by the synthesis and verification blocks may vary in different CEGIS implementations, effectively varying the way the space of candidate programs is being searched. Popular strategies include the following (and implementations may run different strategies in parallel):

- Exhaustive search – whilst potentially time consuming, the simplest method for finding solutions is to enumerate them all.

- SAT solver based methods – build a Boolean formula that is satisfied if there exists a candidate solution

- Genetic programming (GP) \cite{84} – a population of random programs is generated, and then evolved by mutating programs and combining them together. Programs are selected according to some fitness function that gives a value for how “good”
a program is. The simplest fitness function is counting the number of inputs for which the program satisfies the specification.

In this dissertation we use a SAT or SMT solver based verification and synthesis phase for our basic CEGIS implementation.

1.3.4 Satisfiability (SAT) solvers

Our implementation of CEGIS uses a SAT solver in its verification and synthesis phases. Given a Boolean formula $F$, a SAT solver decides whether $F$ is satisfiable or not, and if it is returns a satisfying assignment. Satisfiability checking of Boolean formula is NP-complete, i.e., there is no known algorithm which efficiently determines satisfiability of every possible Boolean formula. Nevertheless, modern SAT solvers can check satisfiability of Boolean formulae with millions of variables, which is sufficient for many practical SAT problems, and the performance of SAT solvers has made huge improvements over the last two decades [82].

SAT solvers require a formula $F$ to be in Conjunctive Normal Form (CNF). A formula is in CNF if it is a conjunction of clauses, where each clause, $c$, is a disjunction of literals (Boolean variables), i.e., it has the form

$$\bigwedge_i \left( \bigvee_j l_{ij} \right)$$

Any Boolean formulae can be converted into an equivalent CNF formula but potentially increasing the size of the formulae exponentially. We can transform a formula into an equisatisfiable formula in CNF in linear time and with only a linear increase in the size of the formula using Tseitin’s transformation [146], but with the cost of introducing a new variable for every logic gate in the formula. Two formulae are equisatisfiable if, for the same assignment of variables, they are both satisfiable or both unsatisfiable.
Chapter 2

Literature review

This chapter gives a brief overview of existing work in the areas of program synthesis relevant to our work. Some of the text in this chapter is taken from papers published at CAV in 2017 [4] and 2018 [5]. The novelty of our work in comparison to the related literature is covered at the beginning of each chapter describing our work, and is not discussed in this literature review chapter.

2.1 Program Synthesis

Program synthesis techniques can be grouped by three aspects of their implementation [59]:

- Input language – the logic and syntax by which the user gives the specification that the synthesised program must satisfy

- Search space – the space of possible solutions should also be in some way specified by the user

- Synthesis algorithm – the method by which we find the solution that satisfies the specification from within the search space.

Input language options are usually either formal specifications (e.g., expressed in temporal logics) or simple input-output pairs (programming by example). In the latter, examples must be provided by the user either in advance or through user interaction. Effectively the user is teaching the computer to write the program in a similar way to the way an owner may train a dog. Program synthesis tools that use natural language as the CEGIS.user input [39][66] exist, and are potentially more popular among users but natural language lacks the precision of formal specifications [153].
Traditionally methods for synthesis using input-output examples and synthesis using formal specifications are disjoint areas of research. In this dissertation we focus our algorithmic developments on CounterExample Guided Inductive Synthesis (CEGIS). CEGIS can be thought of as using a logical specification and converting that to examples; a formal specification is given, candidate solutions are generated for that formal specification that hold for a subset of possible inputs, and then verified across the entire set of inputs. If the verification fails, it produces a counterexample in the form of an input for which the specification fails. This counterexample is effectively an input-output pair, where the output is “specification failed”, and is returned to the learning block and the cycle repeats. The learning block is in effect performing program synthesis using input-output pairs. For this reason, in this literature review we will also cover program synthesis techniques that use input-output examples.

The search space can be specified in a variety of ways, but ultimately the program synthesiser must be given some set of possible program structures. This can be done by giving a list of operators the program can use, the number of instructions in the program, the control structure (synthesised programs are usually required to be loop-free). The original application of program synthesis via CEGIS is program sketching \[134\], where a nearly complete program is given with missing parameters. There is also much work based on learning various different grammars, such as automata or regular expressions.

In the following sections of this literature review, we group program synthesis techniques by their search technique. We identify the following categories of search techniques:

- Enumerative search
- Version space algebra
- Machine learning, or stochastic search
- Constraint based search

Program synthesis is a broad area and this overview is not by any means exhaustive, but we have selected those areas of program synthesis that are appropriate to compare with CEGIS.
2.2 Enumerative search synthesis

One of the most obvious ways of finding a program that satisfies the specification would be to go through all of the possible solutions in the solution space in some order and check whether each one satisfies the property, until a satisfying solution is found. We call this exhaustive search synthesis. In general, basic enumerative search synthesis is not successful as it may involve enumerating all of a possibly massive search space. This technique has, however, been successfully used in some applications of program synthesis, mostly where the search space is small and the verification procedure (checking whether a candidate solution satisfies the specification) is quick.

Brute-force exhaustive synthesis can be used to discover mutual exclusion algorithms [17], i.e., algorithms that are deadlock free and where no two processes are in their critical state at the same time. The search space in this paper [17] was limited to a restricted programming language, and user-specified parameters such as the number of lines of code, the number of processes, the number, type and size of shared variables and the type of conditions (e.g., if, while). The examples in the paper are short programs with up to 6 shared bits, but the approach still requires the mechanical verification of hundreds of millions of incorrect algorithms before a correct algorithm is found, even when these are limited to very short algorithms.

Brute-force search has also been used successfully for optimisation of bitvector programs [58,93]. Systematic search methods are also used to find small functional programs in the form of lambda expressions [78]. This is an extension of [77], which uses combinatorial expressions instead of lambda functions. The authors note that exhaustive search methods are unlikely to be applicable to synthesis of large programs, though the implementation compares favourably to PolyGP [151] for small examples. QuickSpec [30] guesses algebraic specifications for sets of functions. This paper uses testing to determine whether a specification is correct or not, instead of SAT solver based verification, and so the verification time is quick if the number of possible inputs is small.

In conclusion, using brute-force search over the search space of all possible artefacts works in some cases, where the search space is relatively small, and the verification procedure is very fast. In addition, most brute-force search methods use some optimisation techniques to prune the search space.

Whilst enumerative search by itself may be slow and not scalable, it can be combined in parallel with symbolic bounded model checking and genetic programming to make up the synthesis block of CEGIS [35]. Work on improving the scalability of
enumerative techniques by divide and conquer [12] has had promising results in the Syntax Guided Synthesis competition.

2.3 Version space algebra

In version space algebra, a hypothesis $h$ is a function that takes an input and produces an output. A hypothesis is consistent with a training example input $i \in I$ and output $o$ if $h(i) = o$. A version space consists of a set of hypotheses that are consistent with the input and output examples observed. When new examples are observed, the version space is updated to maintain the consistency. Version spaces were originally introduced in [96] for binary classification, i.e., learning Boolean functions.

Version space algebra allows composition of version spaces, e.g., unions and transforms, to build more complex classifications. It was proposed by [85, 86] for learning programs from traces. The input used is a user demonstration of correct behaviour, similar to the macro recorders in many applications today. However, typical macro recorders merely capture key strokes and play them back. In this work they use version space algebra to build up a search space of functions composed of smaller, simpler version spaces, e.g., moving the cursor to a new row and column position can be decomposed into a function that moves to a new row and a function that moves to a new column. This allows generalisation from the recorded key strokes.

The most notable use of this technique is FlashFill [60], a tool for string processing in spreadsheets, which was first shipped with Microsoft Excel 2013. This technique is also used in combination with type information, for synthesis of recursive functions [105]. Version space algebra based synthesis learns from examples, and so is a potential candidate for the learning block of CEGIS, which, whilst it works with logical specifications, does use a set of input counterexamples in the synthesis phase. Version space algebra by itself synthesises programs from examples, rather than from formal specifications.

2.4 Machine learning

2.4.1 Probabilistic Inference

Probabilistic inference decides the probability of random variable(s) taking a specific value, or set of values. Probabilistic inference algorithms developed in the machine learning community are commonly used for reasoning over graphical models. For example, in inference-based synthesis, it is common to model a program as a graph of
instructions and states connected by constraint nodes and to perform the inference over this graph.

Probabilistic inference is used by \[64\] to synthesise proofs of correctness of programs, and by \[75\] to synthesise small programs for given input-output pairs.

Another way of representing programs is to use program trees, which are similar to decision trees where each node represents a variable. Bayesian program synthesis \[90\] applies Bayesian optimisation over program trees.

Probabilistic inference is used for solving discrete and continuous state Markov Decision Processes \[145\], i.e., synthesising satisfying policies, and for planning tasks in partially observable Markov Decision Processes \[125\], i.e., for online synthesis of strategies.

It also has applications in control, where probabilistic inference is used as a data-efficient model-based search method for obtaining policies for control \[38\].

Probabilistic inference is useful for synthesis in cases where we wish to synthesise a program from data, rather than specifications, in particular if the data is in some way noisy. However, it cannot synthesise artefacts guaranteed to satisfy specified properties. Probabilistic inference is a candidate for being used as the learning block of CEGIS.

### 2.4.2 Genetic algorithms

In genetic algorithms, computer programs are encoded as a set of genes that are then modified using a genetic algorithm. The algorithm maintains a population of individual programs, which it evolves through mutations and crossovers, producing random changes. The programs are evaluated against some kind of user-defined fitness function.

Genetic programming has been applied to program synthesis, where it is used to fix bugs in imperative programs \[27\], to discover mutual exclusion algorithms \[79\], to synthesise feature models \[88\], and for automated program repair \[149, 155\]. Genetic algorithms have also been applied to the synthesis of strategies for Markov Decision Processes \[56\].

Synthesis of digital circuits \[68, 98, 128\] and digital hardware \[144\] is also achieved using Genetic Algorithms.

Evolutionary algorithms have even been used to tackle the SAT problem \[57\], and results at the time found genetic programming to be competitive with heuristic algorithms for SAT like WSAT \[129\], with some adaptations.
CEGIS has been implemented using genetic programming as a learning method within the CEGIS loop [35]. Genetic algorithms in general cannot synthesise artefacts that formally satisfy a specification without this loop.

2.5 Constraint-based synthesis

SAT-based, or logical, synthesis takes advantage of the success of Satisfiability (SAT) and Satisfiability Modulo Theory (SMT) solving. The synthesis problem is broken down into two stages: first logical constraints must be generated from the synthesis problem; and then the constraints must be converted into something that can be solved with an off-the-shelf SAT/SMT solver.

Constraints can be generated by various methods. Firstly invariant-based constraint generation generates a synthesis constraint that asserts that a program should behave correctly for all inputs. It amounts to specifying an inductive invariant that implies the specification. Then a program is synthesised for which the inductive invariant holds, and therefore for which the specification holds. This method is based on proof-based deductive synthesis [92], and has been applied to synthesis of Bresenham’s line drawing algorithm [139]. Invariant-based constraints guarantee that the program behaves correctly for all inputs and so do not need an external verifier. However, invariant-based constraints are usually more complex and require quantifiers.

An alternative is to use path-based constraints, which assert that the program should behave correctly on all inputs that take a given set of paths. The constraints are simpler than invariant-based constraints but do not guarantee that the generated program always meets the desired specification and so requires an external verifier. This approach has been used for semi-automated program inversion [138].

The final constraint generation method we will mention is input-based constraints. These assert that an unknown program should behave correctly on a given set of inputs. This is used when the input language is a set of input and output examples. The constraints are simpler to solve than path-based constraints, but do not guarantee that the program behaves correctly for all the inputs and so an external verifier is required.

Constraints are solved using standard SAT/SMT solvers. However, a certain amount of preprocessing is required first as the constraints generated above are second-order logical formulae with universal quantification. We can either eliminate the universal quantification or the second-order unknowns.
Second-order unknowns are objects such as invariants, conditional guards, or assignment statements. In order to reduce the second-order unknowns to first-order unknowns we use some template structure, which specifies the structure for the second-order unknowns and leaves only first-order gaps to be filled in. A disadvantage of this method is the need to know a fairly detailed template for the program we are synthesising.

Alternatively, we may eliminate the universal quantifiers. We can translate universal quantifiers into existential quantifiers for some specific domains, e.g., Farkas lemma can be used to transform universal quantification to existential quantification for linear arithmetic \[67\]. However, a more general approach is to use sampling based-methods. Instead of trying to synthesise a program that satisfies the specification for all inputs in one go, we synthesise a program that satisfies the specification for only a subset of the possible inputs and then ask a verification procedure whether it satisfies the specification for all of the inputs.

This is the technique used in counterexample guided synthesis (CEGIS). CEGIS was first proposed in the seminal paper on program sketching \[134\]. In program sketching a template for the program is given by the user, which is effectively a program with holes that must be filled in a way such that the program meets the specification. A program is generated that satisfies the specification for a subset of inputs to the program; then a verifier is asked if the specification holds over all inputs; if the answer is no, a counterexample is returned in the form of an input for which it does not hold; the input is added to the subset of inputs given to the synthesiser and the loop repeats. This technique has become increasingly popular in program synthesis \[8,35,61,62,71\]. The advantages of this approach are that we can use simple input/output based constraints, and yet still synthesise a program that satisfies the full set of inputs, and that the use of an external verifier means that the synthesis engine does not need to be sound, and can work on some abstraction or approximation.

2.6 Synthesis of digital controllers

In Chapter \[3\], we present a new set of benchmarks which use program synthesis to synthesised digital controllers for Linear Time Invariant systems. These benchmarks are interesting for evaluation of the algorithms introduced in this thesis because they require synthesis of non-trivial constants, but do not require synthesis of complex expressions.
Program synthesers are an ideal fit for the synthesis of digital controllers, because the semantics of programs allow us to precisely capture the behaviour of finite precision arithmetic. Control literature has, in general, not exploited this connection. An exception is [117,118], who employ CEGIS for the synthesis of switching controllers for stabilizing continuous-time plants with polynomial dynamics. The work synthesises controllers that satisfy “reach while stay” properties, that is, the system states must reach a given safe set and then remain within that set. The method presented in the paper uses CEGIS to synthesise Lyapunov functions, a function which bounds the trajectory of the system. This method is limited by the capacity of the state-of-the-art SMT solvers for solving non-linear arithmetic. Since this approach uses switching actions for the digital controller, it avoids problems related to finite precision arithmetic, but potentially suffers from state-space explosion. The methods used in these papers are unsuitable for the kind of controllers that we wish to synthesise, which do not use switching.

The work in [3] synthesises stabilizing controllers for continuous plants given as transfer functions by exploiting bit-precise verification of software-implemented digital controllers [22]. While this work also uses CEGIS, the approach is restricted to digital controllers for stable closed-loop systems expressed as transfer function models. Verifying that a controller stabilises such a system can be done with a simple check on the controller coefficients. In contrast, the benchmarks we have produced require synthesis of a controller expressed using a state-space representation of the physical system, with a specification on the safety of the states. This safety specification must be verified to hold over time, and so a static check is not sufficient.

A state-space model has well known advantages over the transfer function representation [50], as it generalizes well to multivariate systems (i.e., with multiple inputs and outputs); and it allows synthesis of controllers with guarantees on the internal dynamics, e.g., safety. Our benchmarks specify that controllers must ensure the safety of internal states, which is by and large overlooked in the standard (digital) control literature, by default focussed on stability/regulation/tracking properties.

Beyond CEGIS-based architectures, there is an important line of research on provably correct control synthesis for dynamical models, which leverages formal abstractions. The tool Pessoa [94] synthesises correct-by-design embedded control software in a Matlab toolbox. Pessoa constructs a discrete symbolic abstraction of the system that is $\epsilon$-bisimilar to the original system. Specifications are given in Linear Temporal Logic over this abstraction. The controller is the result of solving automata theoretic games on this abstraction. The embedded controller software can
be more complicated than the state-feedback control we synthesise, and the properties available cover more detail. However, relying on state-space discretization Pessoa is likely to incur in scalability limitations, and this method cannot account for the errors introduced by fixed-point arithmetic. Also along this research line, [13, 89] studies the synthesis of digital controllers for continuous dynamics, and [152] extends the approach to the recent setup of Network Control Systems.

**Discretization Effects in Control Design** – Recent results in digital control have focused on separate aspects of discretization, e.g. delayed response [40] and finite precision arithmetic, with the goal either to verify [36] the correctness of the implementation or to optimize [106] its design.

There are two different problems that arise from finite precision arithmetic in digital controllers. The first is the error caused by the inability to represent the exact state of the physical system, while the second relates to rounding and saturation errors during mathematical operations. In [49], a stability measure based on the error of the digital dynamics ensures that the deviation introduced by finite precision arithmetic does not lead to instability. [150] uses $\mu$-calculus to synthesise directly a digital controller, so that selected parameters result in stable model dynamics. The analyses in [126, 148] rely on an invariant computation on the discrete dynamics using Semi-Definite Programming (SDP): while the former contribution a uses bounded-input and bounded-output (BIBO) notion of stability, the latter employs Lyapunov-based quadratic invariants. In both cases, the SDP solver uses floating-point arithmetic and soundness is checked by bounding the obtained error. An alternative is [108], where the verification of given control code is performed against a known model by extracting an LTI model of the code via symbolic execution: to account for rounding errors, upper bounds of their values are introduced in the verification phase. The work in [111] introduces invariant sets as a mechanism to bound the quantization error effect on stabilization. Similarly, [87] evaluates the quantization error dynamics and calculates an upper and lower bound for the possible trajectory of the system, up to a finite time. The last two approaches can be placed within the research area known as “hybrid systems theory.”
Our research hypothesis is that synthesis of programs without provision of syntactic templates is possible using methods based on CounterExample Guided Inductive Synthesis. We make four algorithmic contributions towards this hypothesis: a new algorithm titled counterexample guided inductive synthesis modulo theories; a novel encoding of the synthesis problem; a variation of CEGIS using incremental SAT solving; and a counterexample guided neural synthesis algorithm. The hypothesis is experimental in nature and, in this chapter, we present the benchmarks on which we test our hypothesis against these contributions. The chapter is split into two sections: in Section 3.1 we describe the existing benchmarks; and in Section 3.2 we present new benchmarks in the area of controller synthesis. Examples of benchmarks and solutions that we synthesise for them are found in Appendix A.

In the first half of this chapter, Section 3.1 we describe the existing benchmarks available, which we take from the Syntax Guided Synthesis competition in 2018. The syntax guided synthesis competition provides benchmarks with a syntactic template, which is used to render the synthesis problems tractable and provides any arbitrary constants needed by the synthesise program. Thus, these benchmarks with the syntactic template removed, provide us with a useful set of benchmarks against which to test our hypothesis. These benchmarks are split into several categories, across a variety of applications. The benchmarks are available in SyGuS-IF format. We translated some of the Linear Integer Arithmetic benchmarks into bitvectors to expand the collection of bitvector benchmarks. We also use benchmarks from the application area of program analysis [35]. These benchmarks involve finding invariants that prove or refute the safety of C programs, and are naturally originally written in C. We translate these benchmarks into SyGuS-IF in order to allow comparison of our tools with CVC4. The benchmarks from this section are used to evaluate the techniques
presented dissertation and to compare them to state of the art SyGuS solvers. The new work in this section is my translation of the Syntax Guided Synthesis competition benchmarks into C programs and the Linear Integer Arithmetic benchmarks into bitvectors.

In the second half of this chapter, Section 3.2, we introduce a new set of benchmarks, which show how program synthesis can be used to synthesise controllers for Linear Time Invariant systems. These benchmarks require simpler solutions than the SyGuS competition benchmarks, requiring a matrix of constants instead of expressions, but the benchmarks and properties analysed are considerably more complex, as elaborated on further in this chapter. We use these benchmarks as a comparison point for incremental CEGIS and the novel synthesis encoding to enable us to hypothesise about the effect of complexity of the solution required on our algorithmic contributions. Furthermore, given our interest in synthesising expressions containing non-trivial constants, i.e., constants which do not appear in the benchmark, these are benchmarks which are guaranteed to require arbitrary constants in their solution which cannot be read directly from the specification. This work is published at CAV in 2017 [4], and the bulk of the text in this chapter is taken from that paper and from a journal version of this paper submitted to Automatica. A further tool paper was presented at ASE [2]. These benchmarks are available in the C input format only, and we do not translate them into SyGuS-IF format due to the complexity of the benchmarks: namely that they must be configurable for different precisions of bitvector arithmetic, different control systems and different completeness thresholds, and we achieve this via header files in C. We use the benchmarks to evaluate the benefits of incremental satisfiability solving in CEGIS and the effect of the novel encoding.

Contributions My contributions to the paper published at CAV 2017 [4] are as follows:

- Conversion of the general controller synthesis problem into a program synthesis problem for the multi-stage back end.

- Integration of the translated control problem into the multi-stage back end, in close collaboration with Pascal Kesseli.

- Running of experiments for both the multi-stage and acceleration based back end, in close collaboration with Pascal Kesseli.
• Write up of the multi-stage back end in collaboration with Cristina David.

• Formalisation of the correctness argument behind the multi-stage back end, including the proof of stability of closed-loop models with fixed-point controller error.

My contributions to the tool paper presented at ASE are limited to my work on the implementation and experimentation for the CAV 2017 paper, as described above.

In the final section of this chapter, we summarise the features of our set of benchmarks and describe the experimental set up used throughout the dissertation.

3.1 Existing Benchmarks

3.1.1 SyGuS Competition

The first set of benchmarks we use are taken from the Syntax Guided Synthesis competition. Recall that the benchmarks in the competition are divided into the following tracks:

• A general track, which comprises of benchmarks that require synthesising functions that: manipulate arrays; manipulate bitvectors; solve problems from the Hackers Delight book \cite{76}; use complex branching structures over arithmetic expressions; simplify complex expressions; and control robot movement in motion planning benchmarks.

• An invariant generation track \cite{1,54}, in which solvers must generate loop invariants over bitvectors or integers.

• A programming by example track, in which solvers must synthesise programs that satisfy a set of input-output examples.

The invariant generation and general tracks are composed primarily of benchmarks using Linear Integer Arithmetic, but for this dissertation we also convert these benchmarks into bitvectors to expand the collection of bitvector benchmarks (this changes the semantics of the benchmarks subtly). We are motivated to do this because a key application for program synthesis is synthesising and verifying code, and typically programming languages such as C represent integers as bitvectors, and do not have a way of representing true integers. The programming by example track is split into bitvectors and string manipulation programs. We do not consider the string manipulation benchmarks in this dissertation.
3.1.1.1 A typical SyGuS-IF problem

Recall that the program synthesis problem is expressed as $\exists P. \forall \vec{x} \in \mathcal{I}. \sigma(\vec{x}, P)$. A typical SyGuS benchmark from the general track, expressed in SyGuS-IF [115], is given below. It is comprised of the following:

- a statement which sets the logic being used in the benchmark, in this case Linear Integer Arithmetic;
- the signature of the function to be synthesised, $\max$, which corresponds to $P$ in the program synthesis formula;
- the syntactic template from which it should be constructed;
- a declaration of the variables that will be used in the logical constraints on the program, $x$ and $y$, which correspond to the vector of input variables $\vec{x}$ in the program synthesis formula; and
- a series of constraints that specify the behaviour of the program to be synthesised, and correspond to $\sigma$ in the program synthesis formula.

```plaintext
(set-logic LIA)
(synth-fun max ((x Int) (y Int)) Int
  ((Start Int (x
    y
    (ite StartBool Start Start)))
  (StartBool Bool ((<= Start Start)
    (>= Start Start))))
(declare-var x Int)
(declare-var y Int)
(constraint (>= (max x y) x))
(constraint (>= (max x y) y))
(constraint (or (= x (max x y))
    (= y (max x y))))
(check-synth)
```

The constraints, expressed in classical logic, are as follows:

\[
\begin{align*}
\max(x, y) & \geq x \\
\max(x, y) & \geq y \\
\max(x, y) = x & \lor \max(x, y) = y
\end{align*}
\]
A program that satisfies the specification will be a program that returns the maximum number passed to it. The type of is \( P : \text{Int} \times \text{Int} \to \text{Int} \).

Recall that the syntax guided synthesis paradigm uses a syntactic template to restrict the program synthesis task. Our research hypothesis is that program synthesis is computationally tractable without provision of this template. A restrictive syntactic template like the example above allows the synthesis problem to be solved very effectively by enumerative methods such as EUSolver \[12\]. Consider the syntactic template in the exemplar below:

\[
((\text{Start Int } (x \ y \ (\text{ite StartBool Start Start}))))
\]

That is:

\[
\text{formula :: (formula) | atom}
\]
\[
\text{atom :: term rel term}
\]
\[
\text{rel ::} \geq \ | \leq
\]
\[
\text{term :: atom?term:term | x | y}
\]

We can enumerate the set of expressions given by the grammar:

\[
x \ y \ \text{ite}(x \leq y, x, y) \ \text{ite}(x \leq y, y, x) \ \text{ite}(y \leq x, x, y) \ \text{ite}(y \leq x, y, x) \ \text{ite}(x \geq y, x, y) \ \text{ite}(x \leq y, \text{ite}(y \leq x, x, y), x)
\]

We can intuitively see that an enumerative approach would do well on this problem. However, in cases where the template is less restrictive, or the solution requires arbitrary constants not given in the template, SAT- and SMT-based approaches often fare better. In our experiments we remove the syntactic templates from the benchmarks in order to compare solvers based on their ability to solve problems without a syntactic template.

### 3.1.1.2 Loop Invariants

There are many problems that can be expressed as synthesis problems of the form above. A class of benchmarks in the syntax guided synthesis competition is the problem of synthesising loop invariants \[10,55\]. A loop invariant is a formal statement
about the relationship between variables in a program which is true before the loop
is entered and after each iteration of the loop. Loop invariants can be viewed as an
abstraction of the loop, and can be used in program analysis to verify the safety of
loops where otherwise the verification would need to explicitly analyse an unknown or
large number of iterations of the loop. To prove a loop is safe, we must find a valid
loop invariant that if true implies that the safety property is also true.

The general form of a loop is:

1. \textbf{assume}(I);
2. \textbf{while} (G) \textbf{T};
3. \textbf{assert} (A);

We are interested in invariants that prove a given assertion holds in a program. A
formal definition of such a loop invariant is as follows: Let $\vec{x}$ denote a program state,
i.e., the values for a set of program variables at a given point in the program, $I$ denote
the predicate for the initial condition, $A$ an assertion, $G$ the loop guard and $T$ a
transition relation.

A predicate $P$ is such an invariant if it is a model for the following formula:

$$
\exists P \forall \vec{x}, \vec{x}'. (I(\vec{x}) \Rightarrow P(\vec{x})) \land
(P(\vec{x}) \land G(\vec{x}) \land T(\vec{x}, \vec{x}') \Rightarrow P(\vec{x}')) \land
(P(\vec{x}) \land \neg G(\vec{x}) \Rightarrow A(\vec{x})).
$$

Consider the following exemplar program:

1. \textbf{int} x=0;
2. \textbf{While}(x < 100000)
3. \{ \textbf{x++};
4. \}
5. \textbf{assert}(x<100005);

A loop invariant that proves the safety of this program will prove that the assertion is
not violated in any execution of the program. A correct invariant for this program
would be $x < 100003$, which holds before the loop is entered, and after every iteration
of the loop, and implies that the assertion is true.

We illustrate loop invariants by presenting the loop itself in C code, but the actual
format of these benchmarks in the SyGuS competition is SyGuS-IF. The exemplar
program above would be represented as follows. The full specification of the SyGuS-IF
invariant syntax is given in \[115\]; we use bitvectors to represent C integers
(set-logic BV)
3.1.2 Program analysis

In addition to benchmarks from the syntax-guided synthesis competition, we also consider benchmarks taken from program analysis [34, 35]. The benchmarks fall into one of two categories: synthesising safety invariants; and synthesising danger invariants [34]. The safety invariants are exactly as described in the preceding section. Danger invariants are the dual of safety invariants; they summarise a set of traces that are guaranteed to reach an error state. Both the danger invariant and safety invariant benchmarks are translated into SyGuS-IF syntax.

**Danger Invariants** A danger invariant is the complement of a safety invariant, we are looking for an invariant which, if true on exit of the loop, implies the assertion will fail. A trace that starts from the initial state and contains an error trace exists _iff_ a predicate $D$ can be found such that:

\[
\exists \vec{x}_0. I(\vec{x}) \Rightarrow D(\vec{x}) \land \\
\forall \vec{x}. D(\vec{x}) \land G(\vec{x}) \Rightarrow \land \\
\forall \vec{x}. P'(\vec{x}') \land \neg G(\vec{x}) \Rightarrow \neg A(\vec{x})
\]

The above predicate potentially captures infinite traces, so in order to capture only finite traces, we must find a ranking function and a predicate.
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A function $R : X \rightarrow Y$ is a ranking function for the transition relation $T$ if $Y$ is a well-founded set with order $>$ and $R$ is injective and monotonically decreasing w.r.t. $T$, i.e.,

$$\forall \bar{x}, \bar{x}' \in X. T(\bar{x}, \bar{x}') \Rightarrow R(\bar{x}) > R(\bar{x'}).$$

A danger invariant is thus defined as a pair $D, R$ such that:

$$\exists \bar{x}_0. I(\bar{x}) \Rightarrow D(\bar{x}) \land \forall \bar{x} D(\bar{x}) \land G(\bar{x}) \Rightarrow R(\bar{x}) > 0 \land \exists \bar{x}'. T(\bar{x}, \bar{x}') \land D(\bar{x}') \land R(\bar{x}') < R(\bar{x}) \land \forall \bar{x}. P'(\bar{x}) \land \neg G(\bar{x}) \Rightarrow \neg A(\bar{x})$$

Consider the following exemplar program, where “*” denotes a non-deterministic choice:

```plaintext
1 int x=0, y=1;
2 While (x < 100) {
3   x ++;
4   if(*) y ++;
5 } assert (x!=y);
```

A trace that violates the assertion is one where the nondeterministic choice is $TRUE$ in 99 iterations of the loop. A danger invariant $D$ would be $y = (x < 1 ? 1 : x)$ and ranking function $R = 10 - x$, i.e., $y$ is not incremented on the first iteration of the loop but is incremented on all other iterations.

### 3.2 New Benchmarks: Synthesising controllers for LTI systems

#### 3.2.1 Rational

In this section we introduce a new set of benchmarks based on synthesising digital controllers for Linear Time Invariant systems. We use these benchmarks to evaluate the contribution of the incremental satisfiability solving in CEGIS, as described in Chapter 6, and the novel encoding of the synthesis problem, as described in Chapter 5, on a set of benchmarks that do not require synthesis of expressions. This allows us to hypothesise about the relative contributions of the three algorithmic developments we present when used in combination.

Modern implementations of embedded control systems have proliferated with the availability of low-cost devices that can perform highly non-trivial control tasks,
with significant impact in numerous application areas such as process and industrial engineering, high-precision control, automotive and robotics [16, 50]. However, provably correct synthesis of control software for such platforms, needed if certification is in order, is non-trivial even in cases with unsophisticated dynamics.

We examine the case of physical systems (a.k.a. “plants” in control literature) described mathematically as Linear Time Invariant (LTI) models, for which the classical synthesis of controllers is well understood. However, the use of digital control architectures adds new challenges caused by artefacts specific to digital control, such as the effects of finite-precision arithmetic and quantization errors introduced by Analogue to Digital (A/D) and Digital to Analogue (D/A) conversion. Given an LTI model, we use program synthesis to generate correct-by-design digital controllers that address these challenges. Specifically, we automatically synthesise safe, software-implemented embedded controllers for physical plants. Our approach evaluates the effects of the A/D and D/A conversions, as well as representation errors introduced by the controller working in a finite precision domain.

We use a multi-staged program synthesis based technique that starts by devising a digital controller that stabilizes the plant model while remaining safe for a pre-selected time horizon and a single initial state; then, it verifies unbounded-time safety by unfolding the model dynamics, considering the full set of initial states, and checking a completeness threshold [81], i.e., the number of stages required to sufficiently unwind the closed-loop model, such that the safety boundaries are not violated for any larger number of iterations.

This new set of benchmarks requires synthesising safe controllers for a set of intricate physical plant models taken from the digital control literature.

**Related work** Existing work makes use of CEGIS for similar problems, for instance [117, 118] use CEGIS for synthesis of switching controllers, and [3] use CEGIS to synthesise stabilizing controllers for systems represented with transfer functions. Our work differs from [117, 118], which does not take into account the errors due to fixed-point arithmetic, and [3] which synthesises controllers only for stability and not safety properties.
3.2.2 Preliminaries

3.2.2.1 State-space representation of physical systems

We consider models of physical plants expressed as ordinary differential equations, which we assume are controllable \[14\]:

$$\dot{x}(t) = Ax(t) + Bu(t), \tag{3.1}$$

where \(x \in \mathbb{R}^n\), \(u \in \mathbb{R}^p\), \(A \in \mathbb{R}^{n \times n}\), \(B \in \mathbb{R}^{n \times p}\), and \(t \in \mathbb{R}_0^+\) denotes continuous time. We denote with \(x(0)\) the model initial condition, which can be non-deterministic.

Equation (3.1) is discretized in time with constant sampling intervals, each of duration \(T_s\) (the sample time), into the difference equation

$$\bar{x}_{k+1} = A_d \bar{x}_k + B_d \bar{u}_k, \tag{3.2}$$

where \(A_d = e^{AT_s}\) and \(B_d = \int_{t=0}^{T_s} e^{At} B\), \(k \in \mathbb{N}\) is a discrete counter and where \(\bar{x}_0 = \bar{x}(0)\) denotes the initial state. We assume that specifications on the model concern (3.2), and plan to devise controllers \(\bar{u}_k\) to meet them. (The more general problem of synthesising controllers \(u(t)\) for (3.1) falls outside the scope of the present work.)

3.2.2.2 Digital control synthesis

Models (3.1) and (3.2) depend on external non-determinism in the form of input signals \(u(t)\) and \(u_k\), respectively. Feedback architectures can be employed to manipulate properties and behaviors of the plant: we are interested in the synthesis of digital feedback controllers \(u_k\), as in Fig. 3.1, as practically implemented on Field-Programmable Gate Arrays or Digital Signal Processors and as classically studied in \[16\].

We consider state feedback control architectures, where \(u_k\) (notice we work with the time discretized signal) is \(u_k = r_k - Kx_k\). Here \(K \in \mathbb{R}^{p \times n}\) is a state-feedback
gain matrix, and $r_k$ is a reference signal (again digital). We will assume $r_k = 0$, thus obtaining the closed-loop model $\vec{x}_{k+1} = (A_d - B_d K) \vec{x}_k$.

The gain matrix $K$ can be set so that the closed-loop discrete dynamics are shaped as desired, for instance according to a specific stability goal or around a dynamical behavior of interest [16]. As argued later in this work, we will target a less standard objective, namely a quantitative safety requirement, which opens up to more complex specifications [21, 141]. This is not typical in the digital control literature. We will further precisely account for the digital nature of the controller, which manipulates quantized signals as discrete quantities represented with finite precision. The new benchmarks allow us to leverage a fully automated approach based on CEGIS.

3.2.2.3 Stability of closed-loop models

In this work we employ the notion of asymptotic stability, as a means for reducing the search space of possible safe controllers, where the notion of a safe controller is defined in the following section. As discussed later, specifically for linear models a safe controller is necessarily asymptotically stable, although the reverse is not true. Qualitatively, (local) asymptotic stability is a property denoting the convergence of the model executions towards an equilibrium point, starting from any states in a neighbourhood of the point. In the case of linear systems considered with a zero reference signal, the equilibrium point of interest is the origin. Figure 3.2a illustrates an example trajectory of an asymptotically stable execution, converging to the origin, and Figure 3.2b illustrates an example trajectory of an asymptotically unstable execution which diverges away from the origin.

It can be shown that a discrete-time LTI model is asymptotically stable if all the roots of its characteristic polynomial (i.e., the eigenvalues of the closed-loop matrix $A_d - B_d K$) are inside the unity circle of the complex plane, i.e., if their absolute values are strictly less than one [16]. Whilst this simple sufficient condition can be either generalised or strengthen to be necessary, this is not necessary in the context of this work. What is technically key is that in this, we shall express this asymptotic stability as a specification $\phi_{\text{stability}}$, and encode it in terms of a check known as Jury’s criterion [43]: this is an easy algebraic formula to check the entries of matrix $K$, so that the closed-loop dynamics are shaped as desired. Jury’s Criterion is a standard result in control literature.
3.2.2.4 Safety of closed-loop models

As previously stated, we are not limited to the synthesis of digital stabilizing controllers – a well known task in the literature on digital control systems – but target safety requirements with an overall approach that is sound and automated. More specifically, we require that the closed-loop model meets a given safety specification. A safety specification gives rise to a requirement on the states of the model, namely that they remain within the safe set at all times (that is, over an infinite number of time steps). So the feedback controller (namely the choice of the gain matrix $K$) must ensure that the state never violates the requirement. Note that an asymptotically stable, closed-loop system is not necessarily a safe system: indeed, the state values may leave the safe part of the state space while they converge to the equilibrium, which is typical in the case of oscillatory dynamics. Figure 3.3a shows a trajectory of a stable system that is also safe, whereas Figure 3.3b shows a trajectory of a system that is stable and yet violates the safety specification. In this work, the safety property is expressed as:

$$\phi_{\text{safety}} = \left\{ \forall k \geq 0, \bigwedge_{i=1}^{n} x_i \leq x_{i,k} \leq \overline{x_i} \right\},$$

where $x_i$ and $\overline{x_i}$ are lower and upper bounds for the $i$-th coordinate $x_i$ of state $x \in \mathbb{R}^n$ at the $k$-th instant, respectively. This requires that the states will always be within an $n$-dimensional hyper-box.

Beyond the main requirement on safety, it is practically relevant to consider the constraints $\phi_{\text{input}}$ on the input signal $u_k$ and $\phi_{\text{init}}$ on the initial states $x_0$, which
Figure 3.3: Executions of a 2 dimensional Linear Time Invariant system shown in the state-space domain. The blue dotted line represents the safety specification

we assume have given bounds: $\phi_{\text{input}} = \{\forall k \geq 0. \bigwedge_{i=1}^{p} u_i \leq u_i \leq \pi\}$, and $\phi_{\text{init}} = \{\bigwedge_{i=1}^{n} x_{i,0} \leq x_{i,0} \leq x_{i,0}\}$. The former constraint expresses that the control inputs, shaped via state-feedback, might saturate in view of physical constraints.

3.2.2.5 Semantics of finite-precision arithmetic

A key contribution of this work is that, when synthesising controllers, it precisely replicates the finite-precision arithmetic within the digital controller, thus guaranteeing that controllers implemented with finite-precision arithmetic are safe. The specific components of the model, shown in Figure 3.1, we are concerned with are the ADC, digital controller and DAC. Details of how we model the behaviour of the finite-precision arithmetic in these components are in Section 3.2.4. We must model the semantics precisely, in order to capture the full behaviour of the model. More specifically, we encompass the following features:

- The ADC converts the analog signal $x(t)$ into a digital signal $x_k$, which is then fed into the controller, converting a real value to a finite-precision value.

- The controller block performs arithmetic at finite precision. We assume the ADC represents numbers with at least the same precision as the controller, and thus focus on the precision as limited by the controller. This is a reasonable assumption based on commonly available hardware.
• The DAC converts finite-precision values back to real values. We assume that the input to the DAC has the same precision as the output of the controller. It would, however, be straightforward to account for a DAC or ADC of different precision than the controller in our algorithm, if necessary.

3.2.2.6 Soundness of modelling

In addition to precisely replicating the finite-precision arithmetic of the digital controller, we must consider that our model itself in (3.2) employs finite-precision arithmetic to represent the behaviour of the real system. In order to guarantee soundness, we must therefore encompass the error that is due to modelling (as opposed to the nature of the digital controller): the representations used in the plant model and its arithmetic operations are carried out at finite precision.

• We account for the error introduced by finite precision arithmetic applied over the model variables $x_k$ and $u_k$, which are actually real values. We guarantee that the precision we use to represent the model variables is at least as precise as the precision used in the digital controller, and we use interval arithmetic to bound the incurred errors, as further detailed in Section 3.2.4.

3.2.2.7 Notation for fixed- and floating-point precision

In this section we will use $F_{(I,F)}(x)$ to denote a real number $x$ expressed at a fixed-point precision, using $I$ bits to represent the integer part of the number and $F$ bits to represent its decimal part. In particular, $F_{(I_c,F_c)}(x)$ denotes a real number $x$ represented at the fixed-point precision of the controller, and $F_{(I_p,F_p)}(x)$ denotes a real number $x$ represented at the fixed-point precision of the plant model. $I_c$ and $F_c$ are determined by the controller. We pick $I_p$ and $F_p$ for our synthesis such that $I_p \geq I_c$ and $F_p \geq F_c$, so that our controller can be represented accurately in the model domain. Thus any mathematical operations in our modelled digital controller will be in the range of $F_{(I_c,F_c)}$, and all other calculations in our model will be carried out in the range of $F_{(I_p,F_p)}$.

We further employ $F_{(E,M)}(x)$ to denote a real number $x$ represented in a floating-point domain, with $E$ bits representing the exponent part and $M$ bits representing the mantissa part. In particular, we use $F_{(E_c,M_c)}(x)$ to denote a real number represented at the floating-point precision of the controller, whereas $F_{(E_p,M_p)}(x)$ denotes a real number represented at the floating-point precision of the plant model.
3.2.3 Formal specification of properties on a model

We are now equipped to apply the general CEGIS framework to the synthesis of digital controllers. We start by describing the property that we pass to the synthesiser as the specification $\phi$. Namely, as we are interested in capturing safety (as discussed in Section 3.2.2.4), we use a stability specification to narrow the search space of possible controllers, as detailed in Section 3.2.3.1.

3.2.3.1 Jury’s stability criterion

There are a number of well known procedures to perform stability analysis of dynamical models [14]. Here we select the Jury stability criterion [16], in view of its efficiency and ease of integration within our implementation. This method checks the stability working in the complex domain of the characteristic polynomial $S(z)$, considered in its general form as

$$S(z) = a_0 z^N + a_1 z^{N-1} + \cdots + a_{N-1} z + a_N, \quad a_0 \neq 0.$$  

This polynomial is obtained as a function of the state-space matrices $A_d, B_d$ [14], and in particular its order $N$ corresponds to the dimensions of the state variables (above, $n$). A sufficient condition for asymptotic stability of the closed-loop LTI model [16] is when all the roots of its characteristic polynomial $S(z)$ (which correspond to the eigenvalues of the matrix $A_d - B_d K$) are inside the unit circle in the complex plane, i.e., if their absolute values are less than one.

The following matrix $M$ with dimension $(2N - 2) \times N$ and elements $m_{(1), (1)}$ is built from the coefficients of $S(z)$ as:

$$M = \begin{pmatrix} V^{(0)} \\ V^{(1)} \\ \vdots \\ V^{(N-2)} \end{pmatrix},$$

where $V^{(k)} = [v_{ij}^{(k)}]_{2 \times N}$ is such that:

$$v_{ij}^{(0)} = \begin{cases} a_{j-1}, & \text{if } i = 1 \\ v_{i(1)(N-j+1)}^0, & \text{if } i = 2 \end{cases}$$

$$v_{ij}^{(k)} = \begin{cases} 0, & \text{if } j > n - k \\ v_{ij}^{(k-1)} - v_{2j}^{(k-1)} \cdot \frac{v_{21}^{(k-1)}}{v_{21}^{(k-1)}}, & \text{if } j \leq n - k \text{ and } i = 1 \\ v_{1(1)(N-j+1)}, & \text{if } j \leq n - k \text{ and } i = 2 \end{cases}$$

and where $k \in \mathbb{Z}$ is such that $0 < k < N - 2$.  
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We have that $S(z)$ is the characteristic polynomial of an asymptotically stable system if and only if the following four conditions $R_i$, for $i = 1, 2, 3, 4$ hold [16]:

\[
\begin{align*}
R_1 &: S(1) > 0 \\
R_2 &: (-1)^N S(-1) > 0 \\
R_3 &: |a_0| < a_N \\
R_4 &: m_{11} > 0 \land m_{31} > 0 \land m_{51} > 0 \land \ldots \land m_{(2N-3)(1)} > 0
\end{align*}
\]

In conclusion, the asymptotic stability property is finally encoded by a constraint expressed as the following formula:

$$\phi_{\text{stability}} = \{ R_1 \land R_2 \land R_3 \land R_4 \}.$$ 

### 3.2.4 Numerical representation and soundness

As discussed in Section [3.2.2.5](#), the considered models must account for the semantics of finite-precision arithmetic, deriving from several sources: we formally bound the numerical error introduced by the finite precision representation of the plant (and its operations), and precisely model the behaviour introduced by the ADC/DAC conversions and the behaviour of the limited-precision arithmetic used by the controller.

Technically, we employ interval arithmetic to bound the error introduced by the finite-precision plant model, and we use bitvector semantics to precisely model the semantics of finite-precision arithmetic as introduced by the ADC/DAC blocks and by the finite-precision controller.

#### 3.2.4.1 Interval arithmetic for errors in numerical representations

We use finite-precision arithmetic to model the plant. This is an approximation that speeds up each CEGIS iteration, however it necessitates a further stage where we verify that the errors introduced by the approximation have not resulted in a controller that is unsafe when executed on a model expressed over real numbers. In this stage, we represent the plant model using double-precision floating-point numbers and we use the Boost interval arithmetic library [25](https://github.com/johnmcfarlane/cnl) to bound the error in this representation. We employ a compositional numerical library to model the fixed point arithmetic for the controller within double-precision floating-point numbers. We check that the
controller is safe starting from each vertex of the set of initial states, and show that this is sufficient to prove safety from any state in this set (see Theorem 1).

We outline here the mathematics behind bounding the errors on the double-precision floating-point numbers. Recall we use $F_{(E,M)}(x)$ denote a real number $x$ represented in a floating-point domain, with $E$ bits representing the exponent part, and $M$ bits representing the mantissa. In general the representation of a real number using the floating-point domain introduces an error, for which an upper bound can be given [24]. For each number $x$ represented in the floating-point domain as $F_{(E,M)}(x)$, we store an interval that encompasses this error. Further mathematical operations performed at the precision $F_{(E,M)}(x)$ will propagate this error, leading to further errors for which bounds can be derived [24].

The fixed-point arithmetic of the digital controller is performed on the upper and lower bound of the intervals from above independently, and the upper and lower bound of the result is taken as the interval result. For example, consider the conversion from the model precision to controller precision performed by the ADC on a single state value. The state value is represented as an interval $\{x.high, x.low\}$, and the result of the conversion is an interval where the upper bound is the conversion of $x.high$ and the lower bound is the conversion of $x.low$. Since the precision of the floating-point domain is greater than the precision of the controller, this is guaranteed to bound the real behaviour of the controller.

3.2.5 Effect of finite precision arithmetic on safety specification and on stability

In this section we will quantify how the finite precision arithmetic in a digital controller affects the safety and stability properties of an LTI model.

3.2.5.1 Safety of closed-loop models with finite precision controller error

Let us first consider the effect of the quantization errors on safety. Within the controller, state values are manipulated at low precision, by means of the vector multiplication $Kx$. The inputs are thus computed using the following equation:

$$u_k = -(F_{(Ic,Fc)}(K) \cdot F_{(Ic,Fc)}(x_k)).$$

This induces two types of errors, as detailed above: first, the truncation error due to the representation of $x_k$ as $F_{(Ic,Fc)}(x_k)$; and second, the rounding error introduced by the multiplication operation. This error is modelled precisely by bounded model checking.
An additional error is due to the representation of the plant dynamics, namely

\[ x_{k+1} = \mathcal{F}_{(I_p,F_p)}(A_d)\mathcal{F}_{(I_p,F_p)}(x_k) + \mathcal{F}_{(I_p,F_p)}(B_d)\mathcal{F}_{(I_p,F_p)}(u_k). \]

We encompass this error using interval arithmetic \[97\] in the precision check shown in Figure 3.4 and detailed in the previous section.

### 3.2.5.2 Stability of closed-loop models with fixed-point controller error

The validity of Jury’s criterion \[43\] relies on the representation of the closed-loop dynamics \( x_{k+1} = (A_d - B_d K)x_k \) at infinite precision. When we employ a fixed-point arithmetic digital controller, the operation above can be expressed as follows, where we use \( \mathcal{F}_{(I_c,F_c)} \) preceding a variable to indicate that variable is converted into the fixed-point precision given by \( \mathcal{F}_{(I_c,F_c)} \):

\[ x_{k+1} = A_d \cdot x_k - B_d (\mathcal{F}_{(I_c,F_c)}(K) \cdot \mathcal{F}_{(I_c,F_c)}(x_k)). \]

This translates to

\[ x_{k+1} = (A_d - B_d K) \cdot x_k + B_d K \delta, \]

where \( \delta \) is the maximum error that can be introduced by the digital controller in one step, i.e., by reading the states values once and multiplying by \( K \) once. We derive the closed form expression for \( x_n \) recursively, as follows:

\[
\begin{align*}
x_1 &= (A_d - B_d K)x_0 + B_d K \delta \\
x_2 &= (A_d - B_d K)^2 x_0 + (A_d - B_d K)B_d K \delta + B_d K \delta \\
x_n &= (A_d - B_d K)^n x_0 + (A_d - B_d K)^{n-1} B_d K \delta + \\
&\quad \ldots + (A_d - B_d K)^1 B_d K \delta + B_d K \delta \\
&= (A_d - B_d K)^n x_0 + \sum_{i=0}^{n-1} (A_d - B_d K)^i B_d k \delta.
\end{align*}
\]

Recall that a closed-loop asymptotically stable system will converge to the origin. We know that the original system with an infinite precision controller is stable, because we have synthesised it to meet Jury’s criterion. Hence, \((A_d - B_d K)^n x_0\) must converge to zero as \( n \uparrow \infty \). Furthermore, the power series of a square matrix \( T \) converges \[70\] iff the eigenvalues of the matrix are less than 1, and the limit results in \( \sum_{i=0}^{\infty} T^i = (I - T)^{-1} \), where \( I \) is the identity matrix. Thus, the closed-loop model converges to the value

\[ 0 + (I - A_d + B_d K)^{-1} B_d k \delta. \]
As a result, if the value \((I - A_d + B_d K)^{-1} B_d k \delta\) is within the safe set of states given by the safety specification then the synthesised fixed-point controller results in a safe closed-loop model. The convergence to a finite value, however, will not make it asymptotically stable. However, since we require stability only as a precursor to safety, it is sufficient to check that the perturbed model converges to a neighborhood of the equilibrium within the safe set.

A similar argument can be made for floating-point arithmetic. We can thus disregard these steady-state errors (caused by finite precision arithmetic) when stability is ensured by synthesis, and then verify its safety accounting for the finite precision errors.

### 3.2.6 Synthesis of digital controllers with CEGIS

In this section we discuss the way the CEGIS procedure is used to synthesise safe digital controllers via these benchmarks, accounting for the precision issues detailed in the previous sections. We employ a multi-stage approach that unwinds the dynamics of the model up to a completeness threshold, encompassing finite precision arithmetic using bit-precise bounded model checking, and then verifying soundness of the resulting controller using interval arithmetic.

![CEGIS with multi-staged verification for digital controller synthesis](image)

An overview of the algorithm for controller synthesis is given in Figure 3.4. One important point is that we formally synthesise a controller over a finite number \(k\) of time steps (i.e., it is multi-stage). We then compute a completeness threshold \(\overline{k}\) for this controller, and verify the correct behaviour for \(\overline{k}\) time steps. As we will later argue, \(\overline{k}\) is the number of iterations required to sufficiently unwind the dynamics of
the closed-loop state-space model, ensuring that the safety boundaries are not violated for any other \(k > \overline{k}\).

Next, with reference to the CEGIS scheme in Figure 1.1, we describe in detail the different phases in Fig. 3.4 (shaded blocks 1 to 4).

### 3.2.6.1 Synthesise Block

The inductive synthesis phase (SYNTHESISE) uses BMC to compute a candidate solution \(K\) that satisfies both the stability requirement and the safety specification, within a finite-precision model. In order to synthesise a controller that satisfies the stability requirement, we need the characteristic polynomial of the closed-loop model to satisfy Jury’s criterion \cite{Jury} (see Section 3.2.3.1).

We fix an index \(k\), and we synthesise a safe controller by unfolding the transition system (i.e., the closed-loop model) \(k\) steps and by selecting a controller \(K\) and a single initial state, such that the states at each step do not violate the safety criteria (see Section 3.2.2.4). That is, we ask the bounded model checker \cite{BMC} if there exists a \(K\) that is safe for at least one \(x_0\) in our set of all possible initial states, and a given fixed-point precision for the controller, and where the input signal remains within the specified bounds. This approach is sound, i.e., the controller produced is guaranteed to be safe, if the current \(k\) is greater than the completeness threshold (see later step). We also assume some finite precision for the model and a given time discretisation, as described in section 3.2.2.1. We use a fixed-point precision in this description, given by \(\langle p, F_p \rangle\), but if we are considering a floating-point controller we will instead model the plant with a floating-point precision, \(\langle p, M_p \rangle\). The checks that these assumptions hold are performed by the subsequent VERIFY stages.

**Algorithm 1** Safety check (SAFETY stage in Fig. 3.4)

```plaintext
1: function safetyCheck()
2:   assert(u ≤ u ≤ \(\overline{u}\))
3:   set \(x_0\) to be a vertex state, e.g., \([x_0, x_0]\)
4:   for \(c = 0; c < 2^n; c++\) do
5:     for \(i = 0; i < k; i++\) do
6:       \(u = (\text{plant}_\text{type})((\text{controller}_\text{type})K * (\text{controller}_\text{type})x)\)
7:       \(x = A * x + B * u\)
8:       assert(\(\underline{x} ≤ x ≤ \overline{x}\))
9:     end for
10:   set \(x_0\) to be a new vertex state
11: end function
```
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3.2.6.2 SAFETY Block

The first verify stage, SAFETY is shown in Alg. The algorithm checks that the candidate solution $K$, which we have synthesised to be safe for at least one initial state, is safe for all possible initial states, i.e., it does not reach the (complement) unsafe set within $k$ steps. After unfolding the transition system corresponding to the previously synthesised controller $k$ steps, we check that the safety specification holds for any initial state.

We use (controller_type) to denote a cast or conversion to the controller precision, and (plant_type) to denote a cast or conversion to the model precision. A vertex state is defined as a state where all values are either equal to the upper or lower bound of the states in the initial set. It is sufficient to verify that the controller is safe for all vertex states, as shown next.

**Theorem 1.** If a controller is safe for each of the corner cases of the hypercube of allowed initial states, i.e., the vertex states, then it is safe for any initial state in the hypercube.

**Proof.** Consider the set of initial states, $X_0$, which we assume to be convex since it is a hypercube. Name $v_i$ its vertices, where $i = 1, \ldots, 2^n$. Thus any point $x \in X_0$ can be expressed by convexity as $x = \sum_{i=1}^{2^n} \alpha_i v_i$, where $\sum_{i=1}^{2^n} \alpha_i = 1$. Then if $x_0 = x$, we obtain

$$x_k = (A_d - B_d K)^k x = (A_d - B_d K)^k \sum_{i=1}^{2^n} \alpha_i v_i$$

$$= \sum_{i=1}^{2^n} \alpha_i (A_d - B_d K)^k v_i = \sum_{i=1}^{2^n} \alpha_i x_k^i,$$

where $x_k^i$ denotes the trajectories obtained from the single vertex $v_i$. We conclude that any $k$-step trajectory is encompassed, within a convex set, by those generated from the vertices.

In conclusion, we only need to check $2^n$ initial states, where $n$ is the dimension of the state space (number of continuous variables).

3.2.6.3 PRECISION Block

The second verify stage, PRECISION, restores soundness with respect to the plant model precision by using interval arithmetic to validate the operations performed by the previous stage.
3.2.6.4 COMPLETE Block

The third and last VERIFY stage, COMPLETE, checks that the current $k$ is large enough to ensure safety for any further time steps. Here, we compute the completeness threshold $\overline{k}$ for the current candidate controller $K$ and check that $k \geq \overline{k}$. This is done by computing the number of time steps required for the states to have completed a 360° circle, as illustrated in Fig. 3.5.

**Theorem 2.** There exists a finite $\overline{k}$ such that it is sufficient to unwind the closed-loop state-space model up to $\overline{k}$ in order to ensure that $\phi_{safety}$ holds.

**Proof.** An asymptotically stable model is known to have converging dynamics. Assume the closed-loop matrix eigenvalues are not repeated (which is sensible to do, since we select them). The distance of the trajectory from the reference point (origin) decreases over time within subspaces related to real-valued eigenvalues; however, this is not the case in general when dealing with complex eigenvalues. Consider the closed-loop matrix that updates the states in every discrete time step, and select the eigenvalue $\vartheta$ with the smallest (non-trivial) imaginary value. Between every pair of consecutive time steps $k T_s$ and $(k + 1) T_s$, the dynamics projected on the corresponding eigenspace rotate $\vartheta T_s$ radians. Thus, taking $\overline{k}$ as the ceiling of $\frac{2\pi}{\vartheta T_s}$, after $k \geq \overline{k}$ steps we have completed a full rotation, which results in a point closer to the origin. The synthesised $\overline{k}$ is the completeness threshold. 

3.2.7 Description of the control benchmarks

Our benchmark suite consists of 19 case studies extracted from the control literature [28, 50, 52, 80, 104, 137, 142, 143]. These case studies comprise control models, which we represent in state space form as in (3.1). The models are time discretized, with sampling times ranging from 0.0001s to 1s. CEGIS initially starts with the coarsest discretisation (i.e., 1s sampling time), and if it fails to find a controller, reduces the sampling time. The initial states are bounded between 0.5 and −0.5 for all states, and the safety specification requires that the states remain between −1.5 and 1.5. The input bounds are selected individually for each benchmark.

The acrobot plant corresponds to the model of a two-link underactuated robot manipulator, named acrobot, linearized by partial feedback linearization [137]. The antenna benchmark (#2) describes the dynamics of the azimuth angle of an antenna motion system composed by a gearbox, a DC motor and amplifiers [52]. The ballmaglev plant corresponds to the model of a simple electromagnet-ball system,
where a steel ball can be levitated by the force generated by an electromagnet [50]. The bioreactor benchmark is a linear model of the cell mass concentration controlled through the dilution rate of a bioreactor [114]. The Chen benchmark correspond to a higher-order control system model employed as a case study for model-order reduction techniques [28]. The benchmarks Cruise 1 [50] and Cruise 2 [14] deal with automotive cruise control models, where the control is used to maintain the speed of an automobile constant, tracking a desired speed reference, and compensating disturbances and uncertainties. cstr and cstrtmp describe the pH dynamics of a reaction of an aqueous solution of sodium acetate with hydrochloric acid [142] and the temperature of a reaction [15] in a tank reactor. The DC motor plant describes the velocity dynamics of a direct-current electrical machine. The Flexbeam benchmark is a plant employed in vibration studies and models the physical system consists of a flexible metallic structure with sensors and actuators. The guidance chen benchmark is a high-order system model used by Chen et al. [28] to evaluate model-order reduction techniques; it models a guidance control system, which is used to determine the path of an autonomous vehicle. The helicopter benchmark plant describes the transitional and rotational dynamics of a coaxial helicopter. The inverted pendulum benchmark describes a model for the cart position and the angle of an inverted pendulum placed on the cart, which moves over a track through a DC motor. The magnetic pointer benchmark describes
a magnetic pointer, whose angular position dynamics is controlled by a magnetic field. The \textit{magsuspension} describes the dynamic of a magnetic car suspension system. The \textit{pendulum} plant consists of a swinging point mass suspended from a frictionless pivot by means of a rod with negligible mass. The \textit{Regulator} consists of a linear model of a synchronous electrical machine \cite{80}. The \textit{satellite attitude control system} plant describes the dynamics of a satellite attitude, \textit{i.e.}, the orientation angles. An attitude control system must maintain the desired orientation of a satellite with respect to an inertial frame during all the excursion. The \textit{springer-mass damper system} plant is a standard model for the dynamics of several mechanical systems. The \textit{steam drum} benchmark describes a linear model for the level dynamics of a boiler steam drum \cite{91}. The \textit{suspension} models the single-wheel suspension system of a car, namely the relative motion dynamics of a mass-spring-damper model, which connects the car to one of its wheels. The \textit{tapedriver} benchmark models a computer tape driver, that is a computer storage device used to read and write data on magnetic tapes. The \textit{USCG cutter tampa heading angle} plant describes the heading angle dynamics of a Coast Guard cutter.

\subsection*{3.2.8 Benchmark format}

In order to process the control benchmarks, we introduce a front end to our synthesis engine that processes a form of annotated C. This is necessary because the SyGuS-IF format does not allow loops or recursion in the standard benchmarks. It is not straight-forward to encode the control benchmarks as a loop invariant benchmark because a loop invariant, in SyGuS-IF format, must return a function, not a matrix of constants.

\subsection*{3.2.8.1 C front-end}

For benchmarks in annotated C, recursion free C programs are used as input plus the following annotations:

- All programs to be synthesised must contain \texttt{EXPRESSION} in their name

- Any inputs to the program must be initialised with a call to a function containing \texttt{nondet} in its name.

- \texttt{__cProver\_assert()} is used to introduce assertions that the program must satisfy

- \texttt{__cProver\_assume()} is used to introduce assumptions about values which the inputs may take.
An example specification is shown below:

```c
// program to be synthesised
int EXPRESSION(int);
// return nondeterministic integer
int nondet();

int main()
{
  int in=nondet();
  int out;
  out=EXPRESSION(in);
  __cProver_assert(out==in<<3, "assertion 1");
}
```

Inputs to the C-front end are converted into Boolean formulae via the same techniques as bit-precise bounded model checking [83]. That is, the code is parsed and converted into an intermediate representation known as a *GOTO program*. In GOTO programs all non-linear control flow, such as if statements and switch statements are translated into guarded goto statements. *Symbolic execution* is then performed on this intermediate representation, unwinding loops up to a fixed bound. Any loops without easily determined bounds may be unwound indefinitely unless a limit is specified by the user.

### 3.2.9 Example benchmark

The C-front end for the control benchmarks allows us the flexibility to include different headerfiles and sections of code based on variables in the benchmarks such as the number of states, without needing to reproduce a completely new version of the code for each benchmark. The pseudocode for a benchmark is shown here. For each benchmark, the values for $A$, $B$ and NSTATES would be changed.
// Benchmark plant variables
#define NSTATES 2
plant_typet A[2][2]=\{(0.901,0.001),(0.07,0)\};
plant_typet B[2]=\{128,0\};
controller_typet K[NSTATES];
plant_typet states[NSTATES];

int main(void)
{
    K = EXPRESSION();
    for(int i=0; i<NSTATES; i++)
    {
        states[i]=nondet();
        assume(states[i] < initial_state_upper_bound);
        assume(states[i] > initial_state_lower_bound);
    }
    assert(check_stability());
    assert(check_safety());
}

bool check_stability()
{
    calculate_characteristic_polynomial();
    return(jury_criterion_satisfied());
}

bool check_safety()
{
    for(int i=0; i<NUMBER_LOOPS; i++)
    {
        input = -K * (controller_typet)states;
        if(input > input_upper_bound ||
            input < input_lower_bound)
            return false;

        states = A * states + B * (plant_typet)input;
        for(int i=0; i<NSTATES; i++)
        {
            if(states[i] > safety_upper_bound ||
                states[i] < safety_lower_bound)
                return false;
        }
    }
    return true;
}

A set of results on these benchmarks can be found in subsequent chapters and in
### 3.3 Summary of benchmarks

There are 112 benchmarks split into the categories shown in Table 3.1. 56 benchmarks require synthesising only one program. The number of program input arguments ranges from one through to twelve. The number of times the program is called ranges from one through to fifty. There are 27 benchmarks that require synthesising more than one function. All invariant benchmarks require one program to be synthesised and have four calls to that program.

For each section of this dissertation, we use the following subsets of benchmarks for the evaluation:

- **CEGIS($\mathcal{T}$):** we use all the Syntax Guided Synthesis competition benchmarks and the program analysis benchmarks. We omit the control benchmarks, as these do not require synthesising expressions, just constants, and so do not fully evaluate CEGIS($\mathcal{T}$), for reasons elaborated on in Chapter 4.

- **Encoding:** we evaluate the new synthesis encoding using the control benchmarks, and a subset of the syntax guided synthesis benchmarks.

- **Incremental:** we evaluate the incremental CEGIS implementation using the control benchmarks, syntax guided synthesis benchmarks and the program analysis benchmarks.

### 3.4 Experimental setup

In this dissertation we conduct the experimental evaluations on a 12-core 2.40 GHz Intel Xeon E5-2440 with 96 GB of RAM and Linux OS. We use the Linux `times` command to measure the time taken by each experiment.
command to measure CPU time used for each benchmark. We use MiniSat [42] as the SAT solver, and Z3 v4.5.1 [37] as the SMT-solver where we use SMT solvers.
Chapter 4

Synthesis Modulo Theories: CEGIS(\(\mathcal{T}\))

This chapter is based on work published at CAV 2018 [5], in collaboration with Pascal Kesseli, Daniel Kroening, Cristina David and Alessandro Abate. The work presented in this chapter has subsequently been implemented as part of CVC4 and is available in release 1.7. My contributions to this work are as follows:

- Implementation of the SyGuS front-end, including parsing, for our experimental evaluation.
- Implementation of the use of incremental satisfiability within CEGIS, detailed in Chapter 6.
- Collaboration on development of the general CEGIS(\(\mathcal{T}\)) algorithm with Daniel Kroening.
- Collaboration on the CEGIS(\(\mathcal{T}\))-FM algorithm with Daniel Kroening.
- Collaboration on writing with Cristina David.
- Accumulation of benchmarks and translation of SyGuS Linear Integer Arithmetic benchmarks into bitvectors.
- Running and write up of the experiments.

[https://github.com/CVC4/CVC4](https://github.com/CVC4/CVC4)
In this chapter, we present the key contribution of this dissertation: a new approach to program synthesis that combines the strengths of a counterexample-guided inductive synthesiser with those of a solver for a first-order theory in order to perform a more efficient exploration of the solution space, without relying on user guidance. Our inspiration for this proposal is DPLL(\(T\)), which has boosted the performance of solvers for many fragments of quantifier-free first-order logic \[53,103\]. DPLL(\(T\)) combines reasoning about the Boolean structure of a formula with reasoning about theory facts to decide satisfiability of a given formula.

In an attempt to generate similar technological advancements in program synthesis, we propose a new algorithm for program synthesis called CounterExample-Guided Inductive Synthesis(\(T\)), or CEGIS(\(T\)) for short, where \(T\) is a given first-order theory for which we have a specialised solver. Similar to its counterpart DPLL(\(T\)), the CEGIS(\(T\)) architecture features communication between a synthesiser and a theory solver, which results in a more efficient exploration of the search space.

While standard CEGIS architectures \[72,135\] already make use of SMT solvers, the typical role of such a solver is restricted to validating candidate solutions and providing concrete counterexamples that direct subsequent search. The concrete counterexamples are used to prune the search space of candidate programs. However, a key disadvantage of this restricted use is that a concrete counterexample may only eliminate a single candidate solution. This is inefficient and can result in an enumerative search of the candidate programs. By contrast, CEGIS(\(T\)) allows the theory solver to communicate generalised constraints back to the synthesiser, thus enabling more significant pruning of the search space. A generalised constraint can rule out a larger portion of the search space of candidate programs, preventing enumerative behaviour in many cases.

There are instances of more sophisticated collaboration between a program synthesiser and theory solvers. The most advanced such instance is the program synthesiser inside the CVC4 SMT solver \[120\]. This approach features a very tight coupling between the two components (i.e., the synthesiser and the theory solvers) that takes advantage of the particular strengths of the SMT solver by reformulating the synthesis problem as the problem of refuting a universally quantified formula. This is effective because SMT solvers are better at refuting universally quantified formulae than at proving them. Conversely, in our approach, we maintain a clear separation between the synthesiser and the theory solver while performing comprehensive and well-defined communication between the two components. This enables the flexible combination of
CEGIS with a variety of theory solvers, which excel at exploring different solution spaces.

**Relationship to related work** In this section we describe how our work differs from the related work; a more comprehensive overview of the related work is found in Chapter 2.

A well-known application of CEGIS is program sketching [134,136], where the programmer uses a partial program, called a *sketch*, to describe the desired implementation strategy, and leaves the low-level details of the implementation to an automated synthesis procedure. Inspired by sketching, Syntax-Guided Program Synthesis (SyGuS) [8] requires the user to supplement the logical specification provided to the program synthesiser with a syntactic template that constrains the space of solutions. In contrast to SyGuS, our aim is to improve the efficiency of the exploration to the point that user guidance is no longer required.

Another very active area of program synthesis is denoted by component-based approaches [7,45,47,48,63,65,109]. Such approaches are concerned with assembling programs from a database of existing components and make use of various techniques, from counterexample-guided synthesis [63] to type-directed search with lightweight SMT-based deduction and partial evaluation [47] and Petri-nets [48]. The techniques developed in the current paper are applicable to any component-based synthesis approach that relies on counterexample-guided inductive synthesis.

Heuristics for constant synthesis are presented in [35], where the solution language is parameterised, inducing a lattice of progressively more expressive languages. One of the parameters is word width, which allows synthesising programs with constants that satisfy the specification for smaller word widths. Subsequently, heuristics extend the program (including the constants) to the required word width. As opposed to this work, CEGIS(T) denotes a systematic approach that does not rely on ad-hoc heuristics.

Regarding the use of SMT solvers in program synthesis, they are frequently employed as oracles. By contrast, Reynolds et al. [120] present an efficient encoding able to solve program synthesis constraints directly within an SMT solver. Their approach relies on rephrasing the synthesis constraint as the problem of refuting a universally quantified formula, which can be solved using first-order quantifier instantiation. Conversely, in our approach we maintain a clear separation between the synthesiser and the theory solver, which communicate in a well-defined manner. Since
the publication of CEGIS(\(\mathcal{T}\)), the algorithm has been integrated in CVC4 version 1.7, as elaborated on in Section 4.6.

4.1 Preliminaries

4.1.1 DPLL vs DPLL(\(\mathcal{T}\))

DPLL(\(\mathcal{T}\)) is an extension of the DPLL algorithm, used by most propositional SAT solvers, by a theory \(\mathcal{T}\). DPLL is illustrated in Figure 4.1 and DPLL(\(\mathcal{T}\)) in Figure 4.2. We give a brief overview of DPLL(\(\mathcal{T}\)) and compare DPLL(\(\mathcal{T}\)) with CEGIS(\(\mathcal{T}\)).

Given a formula \(F\) from a theory \(\mathcal{T}\), a propositional formula \(F_p\) is created from \(F\) in which the theory atoms are replaced by Boolean variables (the “propositional skeleton”). The standard DPLL algorithm, comprising Decide, Boolean Constraint Propagation (BCP), Analyze-Conflict and BackTrack, generates an assignment to the Boolean variables in \(F_p\), as illustrated in Figure 4.1. The theory solver then checks whether this assignment is still consistent when the Boolean variables are replaced by their original atoms. If so, a satisfying assignment for \(F\) has been found. Otherwise, a constraint over the Boolean variables in \(F_p\) is passed back to Decide, and the process repeats.

In the very first SMT solvers, a full assignment to the Boolean variables was obtained, and then the theory solver returned only a single counterexample, similar to the implementations of CEGIS that are standard now. Such SMT solvers solvers are prone to enumerating all possible counterexamples, and so the key improvement in DPLL(\(\mathcal{T}\)) was the ability to pass back a more general constraint over the variables in the formula as a counterexample 53. Furthermore, modern variants of DPLL(\(\mathcal{T}\)) call the theory solver on partial assignments to the variables in \(F_p\). Our proposed,
new synthesis algorithm offers equivalents of both of these ideas that have improved DPLL(\(T\)).

4.1.2 CEGIS

Recall that the program synthesis problem, as defined in Equation 1.1 in Chapter 1.3 we are solving is \(\exists P. \forall \vec{x} \in I. \sigma(\vec{x}, P)\). Briefly recall the architecture of the CounterExample Guided Synthesis algorithm, a paradigm used to solve program synthesis problems, which comprises of a synthesis and a verification phase, illustrated in Figure 4.3. The synthesis phase solves the formula \(\exists P. \forall \vec{x} \in I. \sigma(\vec{x}, P)\), and the verification phase solves the formula \(\exists \vec{x} \in I. \neg \sigma(\vec{x}, P)\). The program size of the program the synthesiser is searching for is restricted to some number of instructions \(L\), which the algorithm initialises to be 1. If the synthesiser is unable to find a solution, there is no candidate program with size \(\leq L\) that satisfies the current set of inputs, and we increase the program size. By this method, CEGIS will always find the shortest solution available.
CEGIS can be thought of as using a logical specification and converting that to examples; the input to the algorithm is a formal specification, candidate solutions are generated for that formal specification that hold for a subset of possible inputs $I_G$, and then verified across the entire set of inputs $I$. If the verification fails, it produces a counterexample in the form of an additional input for which the specification fails. This counterexample is effectively an input-output pair, where the output is that the property $\sigma$ was violated, and is returned to the learning block and the cycle repeats. The learning block is in effect performing program synthesis using input-output pairs.

4.2 Motivating example

In each iteration of a standard CEGIS loop, the communication from the verification phase back to the synthesis phase is restricted to concrete counterexamples. This is particularly detrimental when synthesising programs that require non-trivial constants, i.e., constants that do not otherwise feature in the benchmark. In such a setting, it is typical that a counterexample provided by the verification phase only eliminates a single candidate solution and, consequently, the synthesiser ends up enumerating possible constants.

For illustration, let’s consider the trivial problem of synthesising a function $f(x)$ where $f(x) < 0$ if $x < 334455$ and $f(x) = 0$, otherwise. This would be expressed as a SyGuS problem as follows:

```
(set-logic BV)

(synth-fun f (x (BitVec 32)) (BitVec 32))

(declare-var x (BitVec 32))

(constraint (ite (bvult x 334455) (bvult (f x) 0) 0))

(check-synth)
```

One possible solution is $f(x) = \text{ite} (x < 334455) -1 0$, where $\text{ite}$ stands for if then else.

In order to make the synthesis task even simpler, we are going to assume that we know a part of this solution, namely we know that it must be of the form $f(x) = \text{ite} (x < ?) -1 0$, where “?” is a placeholder for the missing constant that we must synthesise. This is an artificial starting point, we can imagine that we are starting part-way through the CEGIS algorithm, i.e., after several iterations.

A plausible scenario for a run of CEGIS is presented next:

- the synthesis phase guesses $f(x) = \text{ite} (x < 0) -1 0$
The verification phase then returns \( x = 0 \) as a counterexample.

In the next iteration of the CEGIS loop, the synthesis phase guesses \( f(x) = \text{ite} \ (x < 1) -1 0 \) (which works for \( x = 0 \))

The verifier then produces \( x = 1 \) as a counterexample.

The synthesis phase then guesses \( f(x) = \text{ite} \ (x < 2) -1 0 \)

And so on . . .

Following this pattern, the synthesis phase may end up enumerating all the candidates

\[
f(x) = \text{ite} \ (x < 2) -1 0 \\
\ldots \\
f(x) = \text{ite} \ (x < 334454) -1 0
\]

before finding the solution. This is caused by the fact that each of the concrete counterexamples 0, . . . , 334454 eliminates one candidate only from the solution space. If we can propagate more information from the verifier to the synthesis phase in each iteration of the CEGIS loop we could avoid this enumeration.

### 4.3 Architecture of CEGIS(\( T \))

In this section, we describe the architecture of CEGIS(\( T \)), which is obtained by augmenting the standard CEGIS loop with a theory solver. As we are particularly interested in the synthesis of programs with constants, we present CEGIS(\( T \)) from this particular perspective. In such a setting, CEGIS is responsible for synthesising program skeletons, whereas the theory solver generates constraints over the literals that denote constants. These constraints are then propagated back to the synthesiser. In other words, the synthesis phase, instead of synthesising using input examples, synthesises using logical constraints.

In order to explain the main ideas behind CEGIS(\( T \)) in more detail, we first differentiate between a candidate solution, a candidate solution skeleton, a generalised candidate solution and a final solution.

**Definition 1** (Candidate solution). *Using the notation in Section 4.1.2, a program \( P \) is a candidate solution if it is a satisfiability witness for the formula \( \exists P. \forall \vec{x} \in I_G, \sigma(\vec{x}, P) \) for \( \vec{x} \in I_G \), where \( I_G \) is a subset of all the possible inputs to the program, \( I \).*
Definition 2 (Candidate solution skeleton). Given a candidate solution \( P^* \), the skeleton of \( P^* \), denoted by \( P^*[?] \), is obtained by replacing each constant in \( P^* \) with a hole.

Definition 3 (Generalised candidate solution). Given a candidate solution skeleton \( P^*[?] \), we obtain a generalised candidate \( P^*[\vec{v}] \) by filling each hole in \( P^*[?] \) with a distinct symbolic variable, i.e., variable \( v_i \) will correspond to the \( i \)-th hole. Then \( \vec{v} = [v_1, \ldots, v_n] \), where \( n \) denotes the number of holes in \( P^*[?] \).

Definition 4 (Final solution). A candidate solution \( P^* \) is a final solution \( P \) if the formula \( \forall \vec{x}. \sigma(P, \vec{x}) \) is valid when \( P \) is replaced with \( P^* \).

Example 1. Consider the example in Section 4.2, synthesising a function \( f(x) \) where \( f(x) < 0 \) if \( x < 334455 \) and \( f(x) = 0 \), otherwise.

If \( \vec{x}_{\text{inputs}} = \{0\} \), then \( f(x) = -2 \) is a candidate solution.

The corresponding candidate skeleton is \( f[?](x) = ? \) and the generalised candidate is \( f[v_1](x) = v_1 \).

A final solution for this example is \( f(x) = \text{ite}(x < 334455) -1 0 \).

The communication between the synthesiser and the theory solver in CEGIS(\( \mathcal{T} \)) is illustrated in Figure 4.4 and can be described as follows:
• The CEGIS architecture (enclosed in a red rectangle) deduces the candidate solution $P^*$, which is provided to the theory solver.

• The theory solver (enclosed in a blue rectangle) obtains the skeleton $P^*[?]$ of $P^*$ and generalises it to $P^*[\vec{v}]$ in the box marked GENERALISE. Subsequently, DEDUCTION attempts to find a constraint over $\vec{v}$ describing those values for which $P^*[\vec{v}]$ is a final solution. This constraint is propagated back to CEGIS. Whenever there is no valuation of $\vec{v}$ for which $P^*[\vec{v}]$ becomes a final solution, the constraint needs to block the current skeleton $P^*[?]$.

The CEGIS($T$) algorithm is given as Alg. 2 and proceeds as follows:

• CEGIS synthesis phase: checks the satisfiability of $\exists P. \forall \vec{x} \in I_G. \sigma(\vec{x}, P)$ and obtains a candidate solution $P^*$. If this formula is unsatisfiable, then the synthesis problem has no solution for the fixed program length.

• CEGIS verification phase: checks whether there exists a concrete counterexample for the current candidate solution by checking the satisfiability of the formula $\neg \sigma(P^*, \vec{x})$. If the result is UNSAT, then $P^*$ is a final solution to the synthesis problem. If the result is SAT, a concrete counterexample $\vec{cex}$ can be extracted from the satisfying assignment.

• Theory solver: if $P^*$ contains constants, then they are eliminated, resulting in the $P^*[?]$ skeleton, which is afterwards generalised to $P^*[\vec{v}]$. The goal of the theory solver is to find $T$-implied literals and communicate them back to the CEGIS part in the form of a constraint, $C(P, P^*, \vec{v})$. In Alg. 2 this is done by Deduction($\sigma, P^*[\vec{v}]$). The result of Deduction($\sigma, P^*[\vec{v}]$) is of the following form: whenever there exists a valuation of $\vec{v}$ for which the current skeleton $P^*[?]$ is a final solution, $res=true$ and $C(P, P^*, \vec{v})=\bigwedge_{i=1,n} v_i=c_i$, where $c_i$ are constants; otherwise, $res=false$ and $C(P, P^*, \vec{v})$ needs to block the current skeleton $P^*[?]$, i.e., $C(P, P^*, \vec{v})=P[?] \neq P^*[?]$.

• CEGIS learning phase: adds new information to the problem specification. If we did not use the theory solver (i.e., the candidate $P^*$ found by the synthesiser did not contain constants or the problem specification was out of the theory solver’s scope), then the learning would be limited to adding the concrete counterexample $c\vec{cex}$ obtained from the verification phase to the set $\vec{x}_{inputs}$. However, if the theory solver is used and returns $res=true$, then the second element in the tuple contains valuations for $\vec{v}$ such that $P^*[\vec{v}]$ is a final solution.
If $res=false$, then the second element blocks the current skeleton and needs to be added to $\sigma$.

**Algorithm 2 CEGIS($T$)**

1: function CEGIS($T$)(specification $\sigma$)
2: while true do
3: /* CEGIS synthesis phase */
4: if $\forall \vec{x}_{\text{inputs}}, \sigma(P, \vec{x}_{\text{inputs}})$ is UNSAT then return Failure;
5: else
6: $P^* = $ satisfiability witness for $\forall \vec{x}_{\text{inputs}}, \sigma(P, \vec{x}_{\text{inputs}})$;
7: /* CEGIS verification phase */
8: if $\neg(\sigma(P^*, \vec{x}))$ is UNSAT then return Final solution $P^*$;
9: else
10: $\vec{cex} = $ satisfiability witness for $\neg(\sigma(P^*, \vec{x}))$;
11: /* Theory solver */
12: if $P^*$ contains constants then
13: Obtain $P^*[?]$ from $P^*$;
14: Generalise $P^*[?]$ to $P^*[\vec{v}]$;
15: $(res, C(P, P^*, \vec{v})) = $ Deduction($\sigma, P^*[\vec{v}]$);
16: end if
17: end if
18: end if
19: /* CEGIS learning phase */
20: if $res$ then
21: $C(P, P^*, \vec{v})$ is of the form $\bigwedge_{i=1,n} v_i = c_i$.
22: return Final solution $P^*[\vec{c}]$;
23: else
24: $\sigma(P, \vec{x}) = \sigma(P, \vec{x}) \land C(P, P^*, \vec{v})$;
25: $\vec{x}_{\text{inputs}} = \vec{x}_{\text{inputs}} \cup \{\vec{cex}\};$
26: end if
27: end while
28: end function

4.4 Theory solvers

4.4.1 Fourier-Motzkin for verification

In this section we describe a theory solver based on FM variable elimination. Other techniques for eliminating existentially quantified variables can be used. For instance, one might use cylindrical algebraic decomposition [32] for specifications with non-linear arithmetic. In our case, whenever the specification $\sigma$ does not belong to linear arithmetic, the FM theory solver is not called.
First recall the Fourier-Motzkin algorithm. FM is an algorithm for eliminating variables from a system of linear inequalities. The basic idea is to heuristically pick a variable from the system of linear inequalities, and eliminate it by projecting its constraints onto the rest of the system, resulting in new constraints. The projection forms a new problem with more constraints but one variable fewer. This process is repeated until we obtain a single variable with constraints.

**Example 2.** Consider the following system of inequalities

\[
\begin{align*}
2x + y + z &\leq 10 \\
x + 2y + z &\geq 10 \\
x + y &\leq 10
\end{align*}
\]

*First isolate $z$:* 

\[
\begin{align*}
z &\leq 10 - 2x - y \\
z &\geq 10 - x - 2y \\
x + y &\leq 10
\end{align*}
\]

*Eliminate $z$:*

\[
\begin{align*}
10 - x - 2y &\leq 10 - 2x - y \\
x + y &\leq 10
\end{align*}
\]

*Simplify:*

\[
\begin{align*}
x &\leq y \\
x + y &\leq 10
\end{align*}
\]

*We repeat the procedure to eliminate $y$, first isolating $y$:*

\[
\begin{align*}
y &\geq x \\
y &\leq 10 - x
\end{align*}
\]

*And eliminate $y$*

\[
x \leq 5
\]

*Thus there is a solution for the original system of linear inequalities iff $x \leq 5$. 
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We would apply this technique in the verification block of CEGIS, in order to produce counterexamples in the form of constraints over program variables, i.e., we wish to produce a constraint over variables \( \vec{v} \) describing the situation when \( P^*[\vec{v}] \) is a final solution. For this purpose, we consider the formula

\[
\exists \vec{x}. \neg \sigma(P^*[\vec{v}], \vec{x}),
\]

where \( \vec{v} \) is a satisfiability witness if the specification \( \sigma \) admits a counterexample \( \vec{x} \) for \( P^* \). Let \( E(\vec{v}) \) be the formula obtained by eliminating \( \vec{x} \) from \( \exists \vec{x}. \neg \sigma(P^*[\vec{v}], \vec{x}) \). If \( \neg E(\vec{v}) \) is satisfiable, any satisfiability witness gives us the necessary valuation for \( \vec{v} \):

\[
C(P, P^*, \vec{v}) = \bigwedge_{i=1}^{n} v_i = c_i.
\]

If \( \neg E(\vec{v}) \) is UNSAT, then the current skeleton \( P^*[?] \) needs to be blocked. This reasoning is supported by Lemma 1 and Corollary 1.

Lemma 1. Let \( E(\vec{v}) \) be the formula that is obtained by eliminating \( \vec{x} \) from \( \exists \vec{x}. \neg \sigma(P^*[\vec{v}], \vec{x}) \). Then, any witness \( \vec{v}^\# \) to the satisfiability of \( \neg E(\vec{v}) \) gives us a final solution \( P^*[\vec{v}^\#] \) to the synthesis problem.

Proof. From the fact that \( E(\vec{v}) \) is obtained by eliminating \( \vec{x} \) from \( \exists \vec{x}. \neg \sigma(P^*[\vec{v}], \vec{x}) \), we get that \( E(\vec{v}) \) is equivalent with \( \exists \vec{x}. \neg \sigma(P^*[\vec{v}], \vec{x}) \) (we use \( \equiv \) to denote equivalence):

\[
E(\vec{v}) \equiv \exists \vec{x}. \neg \sigma(P^*[\vec{v}], \vec{x}).
\]

Then:

\[
\neg E(\vec{v}) \equiv \forall \vec{x}. \sigma(P^*[\vec{v}], \vec{x}).
\]

Consequently, any \( \vec{v}^\# \) satisfying \( \neg E(\vec{v}) \) also satisfies \( \forall \vec{x}. \sigma(P^*[\vec{v}], \vec{x}) \). From \( \forall \vec{x}. \sigma(P^*[\vec{v}], \vec{x}) \) and Definition 4, we get that \( P^*[\vec{v}^\#] \) is a final solution.

Corollary 1. Let \( E(\vec{v}) \) be the formula that is obtained by eliminating \( \vec{x} \) from \( \exists \vec{x}. \neg \sigma(P^*[\vec{v}], \vec{x}) \). If \( \neg E(\vec{v}) \) is unsatisfiable, then the corresponding synthesis problem does not admit a solution for the skeleton \( P^*[?] \).

Proof. Given that \( \neg E(\vec{v}) \equiv \forall \vec{x}. \sigma(P^*[\vec{v}], \vec{x}) \), if \( \neg E(\vec{v}) \) is unsatisfiable, so is \( \forall \vec{x}. \sigma(P^*[\vec{v}], \vec{x}) \), meaning that there is no valuation for \( \vec{v} \) such that the specification \( \sigma \) is obeyed for all inputs \( \vec{x} \).
For the current skeleton \( P^*[?] \), the constraint \( E(\vec{v}) \) generalises the concrete counterexample \( c\vec{e}x \) (found during the CEGIS verification phase) in the sense that the instantiation \( \vec{v}# \) of \( \vec{v} \) for which \( c\vec{e}x \) failed the specification, i.e., \( \neg \sigma(P^*[\vec{v}#], c\vec{e}x) \), is a satisfiability witness for \( E(\vec{v}) \). This is true as \( E(\vec{v}) \equiv \exists \vec{x}. \neg \sigma(P^*[\vec{v}], \vec{x}) \), which means that the satisfiability witness \( (\vec{v}#, c\vec{e}x) \) for \( \neg \sigma(P^*[\vec{v}], \vec{x}) \), projected on \( \vec{v} \), is a satisfiability witness for \( E(\vec{v}) \).

### 4.4.1.1 Disjunctions

The specification \( \sigma \) and the candidate solution may contain disjunctions. However, most theory solvers (and in particular the FM variable elimination [23]) work on conjunctive fragments only. A naïve approach could use case-splitting, i.e., transforming the formula into Disjunctive Normal Form (DNF) and then solving each clause separately. This can result in a number of clauses exponential in the size of the original formula. Instead, we handle disjunctions using the Boolean Fourier-Motzkin procedure [82,140]. As a result, the constraints we generate may be non-clausal.

### 4.4.1.2 Applying CEGIS(\(T\)) with FM to the motivational example

We recall the example in Section 4.2 and apply CEGIS(\(T\)). The problem is

\[
\exists f, \forall x. x < 334455 \rightarrow f(x) < 0 \land x \geq 334455 \rightarrow f(x) = 0
\]

which gives us the following specification:

\[
\sigma(f, x) = (x \geq 334455 \lor f(x) < 0) \land (x < 334455 \lor f(x) = 0).
\]

The first synthesis phase generates the candidate \( f^*[x]=0 \) for which the verification phase returns the concrete counterexample \( x=0 \). As this candidate contains the constant 0, we generalise it to \( f^*[v_1](x)=v_1 \), for which we get

\[
\sigma(f^*[v_1], x) = (x \geq 334455 \lor v_1 < 0) \land (x < 334455 \lor v_1 = 0).
\]

Next, we use FM to eliminate \( x \):

\[
\exists x. \neg(\sigma(f^*[v_1], x)) = \exists x. (x < 334455 \land v_1 \geq 0) \lor (x \geq 334455 \land v_1 \neq 0).
\]

Note that, given that the formula \( \neg \sigma(f^*[v_1], x) \) is in DNF, for convenience we directly apply FM to each disjunct and obtain \( E(v_1) = v_1 \geq 0 \lor v_1 \neq 0 \), which characterises all the values of \( v_1 \) for which there exists a counterexample. When negating \( E(v_1) \) we get \( v_1 < 0 \land v_1 = 0 \), which is UNSAT. As there is no valuation of \( v_1 \) for which the current
\( f^* \) is a final solution, the result returned by the theory solver is \((\text{false}, f[?] \neq f^*[?])\), which is used to augment the specification. Subsequently, a new CEGIS(\(\mathcal{T}\)) iteration starts. The learning phase has changed the specification \(\sigma\) to

\[
\sigma(f, x) = (x \geq 334455 \lor f(x) < 0) \land (x < 334455 \lor f(x) = 0) \land f[?] \neq ?.
\]

This forces the synthesis phase to pick a new candidate solution with a different skeleton. The new candidate solution we get is \(f^*(x) = \text{ite} (x < 100) - 3\ 1\), which works for the previous counterexample \(x = 0\). However, the verification phase returns the counterexample \(x = 100\). Again, this candidate contains constants which we replace by symbolic variables, obtaining

\[
f^*[v_1, v_2, v_3](x) = \text{ite} (x < v_1) \ v_2 \ v_3.
\]

Next, we use FM to eliminate \(x\):

\[
\exists x. \neg(\sigma(f^*[v_1, v_2, v_3], x)) = \\
\exists x. (x \geq 334455 \lor (x < v_1 \rightarrow v_2 < 0 \land x \geq v_1 \rightarrow v_3 < 0) \land \\
x < 334455 \lor (x < v_1 \rightarrow v_2 = 0 \land x \geq v_1 \rightarrow v_3 = 0)) = \\
\exists x. (x < 334455 \lor x \geq v_1 \lor v_2 < 0) \land (x \geq 334455 \lor x < v_1 \lor v_3 < 0) \land \\
(x < 334455 \lor x \geq v_1 \lor v_2 = 0) \land (x < 334455 \lor x < v_1 \lor v_3 = 0) = \\
\exists x. (x < 334455 \lor x < v_1 \lor v_2 \geq 0) \lor (x < 334455 \lor x \geq v_1 \lor v_3 \geq 0) \lor \\
(x \geq 334455 \lor x < v_1 \lor v_2 \neq 0) \lor (x \geq 334455 \lor x \geq v_1 \lor v_3 \neq 0).
\]

As we work with integers, we can rewrite \(x < 334455\) to \(x \leq 334454\) and \(x < v_1\) to \(x \leq v_1 - 1\). Then, we obtain the following constraint \(E(v_1, v_2, v_3)\) (as aforementioned, we applied FM to each disjunct in \(\neg(\sigma(f^*[v_1, v_2, v_3], x))\)):

\[
E(v_1, v_2, v_3) = v_2 \geq 0 \lor (v_1 \leq 334454 \land v_3 \geq 0) \lor (v_1 \geq 334456 \land v_2 \neq 0) \lor v_3 \neq 0
\]

whose negation is

\[
\neg E(v_1, v_2, v_3) = v_2 < 0 \land (v_1 > 334454 \lor v_3 < 0) \land (v_1 < 334456 \lor v_2 = 0) \land v_3 = 0
\]

A satisfiability witness is \(v_1 = 334455\), \(v_2 = -1\) and \(v_3 = 0\). Thus, the result returned by the theory solver is \((\text{true}, v_1 = 334455 \land v_2 = -1 \land v_3 = 0)\), which is used by CEGIS to obtain the final solution

\[
f^*(x) = \text{ite} (x < 334455) - 1\ 0.
\]
For our second variant of a theory solver, we make use of an off-the-shelf SMT solver that supports quantified first-order formulae. This approach is more generic than the one described in Section 4.4.1, as there are solvers for a broad range of theories.

Recall that our goal is to obtain a constraint $C(P, P^*, \vec{v})$ that either characterises the valuations of $\vec{v}$ for which $P^*[\vec{v}]$ is a final solution or blocks $P^*[?]$ whenever no such valuation exists. Consequently, we use the SMT solver to check the satisfiability of the formula

$$\Phi = \forall \vec{x}. \sigma(P^*[\vec{v}], \vec{x}).$$

If $\Phi$ is satisfiable, then any satisfiability witness $\vec{c}$ gives us a valuation for $\vec{v}$ such that $P^*$ is a final solution: $C(P, P^*, \vec{v}) = \bigwedge_{i=1}^{n} v_i = c_i$. Conversely, if $\Phi$ is unsatisfiable, then $C(P, P^*, \vec{v})$ must block the current skeleton $P^*[?]$: $C(P, P^*, \vec{v}) = P[?] \neq P^*[?]$.

Note that $\Phi$ is still a formula with an alternating quantifier, as there is an implicit quantifier at the beginning of the formula asking if there exists a witness that satisfies the formula:

$$\Phi = \exists \vec{v}. \forall \vec{x}. \sigma(P^*[\vec{v}], \vec{x}).$$

This is thus still not a trivial formula to solve, and, depending on the propositional structure of the formula, an SMT solver may take an infeasibly long time to solve this formula. To avoid this, we introduce constraints on the variables in $\vec{x}$ to break the formula up into multiple potentially simpler formulas that are solved in parallel, under a short timeout.

For every variable $v_i \in \vec{v}$, we create two formulas:

1. $\Phi \land (v_i < c)$
2. $\Phi \land (v_i > c)$

We use the same value for $c$ that $v_i$ took in the concrete counterexample generated from the verifier. As a result, we do not need to consider the case where $v_i = c$ because we already know that the specification $\sigma$ is not satisfied by that value of $v_i$.

For each variable $v_i \in \vec{v}$ we introduce two formulas, so for a candidate program with $n$ variables in $\vec{v}$, we will solve $2 \cdot n$ formulas in parallel. Consider the case where $\vec{v}$ only contains one variable, and so we solve only the two formulas above. The following outcomes are possible:

- Both formula are unsatisfiable, and we return clauses that block the full skeleton $P^*[?]$
• The solver returns unsatisfiable for formula 1, i.e., there is no valid candidate when \( v_i < c \), and so we return a clause \( P^*[?] \implies (v_i > c) \)

• The solver returns unsatisfiable for formula 2, i.e., there is no valid candidate when \( v_i > c \), and so we return a clause \( P^*[?] \implies (v_i < c) \)

• The solver returns satisfiable for either one of the formula. In this case, the values of \( \vec{v} \) found by the solver are a valid solution to the synthesis problem and we return \( P^*[\vec{v}] \) as the solution.

• The solver exceeds the timeout for both formulas. In this case, we are forced default to normal CEGIS behaviour for one iteration, and we return only the concrete counterexample.

Note that we only bound one variable per formula, to avoid an exponential increase in the number of formulas we must solve for each variable in \( \vec{v} \).

4.4.2.1 Applying SMT-based CEGIS(\( \mathcal{T} \)) to the motivational example

Again, we recall the example in Section 4.2. We will solve it by using SMT-based CEGIS(\( \mathcal{T} \)) for the theory of linear arithmetic. For this purpose, we assume that the synthesis phase finds the same sequence of candidate solutions as in Section 4.2. Namely, the first candidate is \( f^*(x) = 0 \), which gets generalised to \( f^*[v_1](x) = v_1 \). Then, the first SMT call is for \( \forall x. \sigma(v_1, x) \), where

\[
\sigma(v_1, x) = (x \geq 334455 \lor v_1 < 0) \land (x < 334455 \lor v_1 = 0).
\]

The SMT solver returns UNSAT, which means that there is no satisfying program with this template, i.e., \( C(f, f^*, v_1) = f[?] \neq \)?

The second candidate is \( f^*(x) = \text{ite} (x < 100) -3 1 \), which generalises to \( f^*[v_1, v_2, v_3](x) = \text{ite} (x < v_1) v_2 v_3 \). The corresponding call to the SMT solver is for

\[
\forall x. \sigma((\text{ite} (x < v_1) v_2 v_3), x).
\]
As described above, we partition this into the following SMT calls:

\[
\forall x. \sigma((\text{ite} (x < v_1) v_2 v_3), x) \land (v_1 < 100)
\]
\[
\forall x. \sigma((\text{ite} (x < v_1) v_2 v_3), x) \land (v_1 > 100)
\]
\[
\forall x. \sigma((\text{ite} (x < v_1) v_2 v_3), x) \land (v_2 < -3)
\]
\[
\forall x. \sigma((\text{ite} (x < v_1) v_2 v_3), x) \land (v_2 > -3)
\]
\[
\forall x. \sigma((\text{ite} (x < v_1) v_2 v_3), x) \land (v_3 < 1)
\]
\[
\forall x. \sigma((\text{ite} (x < v_1) v_2 v_3), x) \land (v_3 > 1)
\]

The SMT solver returns the satisfiability witness \( v_1 = 334455, v_2 = -1 \) and \( v_3 = 0 \) from the first formula solved. Then \( C(f, f^*, v_1, v_2, v_3) = v_1 = 334455 \land v_2 = -1 \land v_3 = 0, \) which gives us the same final solution we obtained when using FM in Section 4.2.

### 4.5 Experimental Evaluation

#### 4.5.1 Benchmarks

As described in Chapter 3, we use a set of bitvector benchmarks from the Syntax-Guided Synthesis (SyGuS) competition [10] and a set of benchmarks synthesising safety invariants and danger invariants for C programs [34]. All benchmarks are written in SyGuS-IF [116], a variant of SMT-LIB2.

Given that the syntactic restrictions (called the grammar or the template) provided in the SyGuS benchmarks contain all the necessary non-trivial constants, we removed them completely from these benchmarks. Removing just the non-trivial constants and keeping the rest of the grammar (with the only constants being 0 and 1) would have made the problem much more difficult, as the constants would have had to be incrementally constructed by applying the operators available to 0 and 1.

We group the benchmarks into three categories: invariant generation, which covers danger invariants, safety invariants and the class of invariant generation benchmarks from the SyGuS competition; hackers/crypto, which includes benchmarks from hackers-delight and cryptographic circuits; and comparisons, composed of benchmarks that require synthesising longer programs with comparisons, e.g., finding the maximum value of 10 variables. The distribution of benchmarks across these categories is shown in Table 4.1.
Table 4.1: Categories of the benchmarks

<table>
<thead>
<tr>
<th>category</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>invariant generation</td>
<td>47</td>
</tr>
<tr>
<td>from SyGuS competition</td>
<td></td>
</tr>
<tr>
<td>and program analysis</td>
<td></td>
</tr>
<tr>
<td>comparisons</td>
<td>7</td>
</tr>
<tr>
<td>e.g., find the maximum</td>
<td></td>
</tr>
<tr>
<td>hacker’s</td>
<td>6</td>
</tr>
<tr>
<td>from Hacker’s Delight [76]</td>
<td></td>
</tr>
<tr>
<td>other SyGuS</td>
<td>23</td>
</tr>
<tr>
<td>controller synthesis</td>
<td>-</td>
</tr>
<tr>
<td>Not used in this chapter</td>
<td></td>
</tr>
</tbody>
</table>

4.5.2 Experimental Setup

Recall the experimental set up for this dissertation: we conduct the experimental evaluation on a 12-core 2.40 GHz Intel Xeon E5-2440 with 96 GB of RAM and Linux OS. We use the Linux `times` command to measure the CPU time used for each benchmark. The runtime is limited to 600 s per benchmark. We use MiniSat [42] as the SAT solver, and Z3 v4.5.1 [37] as the SMT-solver in CEGIS(\(\mathcal{T}\)) with SMT-based theory solver. The SAT solver could, in principle, be replaced with Z3 to solve benchmarks over a broader range of theories.

We present results for four different configurations of CEGIS:

- CEGIS(\(\mathcal{T}\))-FM: CEGIS(\(\mathcal{T}\)) with Fourier Motzkin as the theory solver;
- CEGIS(\(\mathcal{T}\))-SMT: CEGIS(\(\mathcal{T}\)) with Z3 as the theory solver;
- CEGIS: basic CEGIS as described in Section 1.3.

We compare our results against CVC4, version 1.5. As we are interested in running our benchmarks without any syntactic template, the first reason for choosing CVC4 [18] as our comparison point is the fact that it performs well when no such templates are provided. This is illustrated by the fact that it won the Conditional Linear Integer Arithmetic track of the SyGuS competition 2017 [10], one of two tracks where a syntactic template was not used. The other track without syntactic templates is the invariant generation track, in which CVC4 was close second to LoopInvGen [107]. A second reason for picking CVC4 is its overall good performance on all benchmarks, whereas LoopInvGen is a solver specialised to invariant generation.

We also give a row of results for a hypothetical multi-core implementation, as would be allowed in the SyGuS Competition, running three configurations in parallel:
CEGIS(T)-FM, CEGIS(T)-SMT and CEGIS. A link to the full experimental environment, including scripts to reproduce the results, all benchmarks and the tool, is provided in the footnote as an Open Virtual Appliance (OVA)\footnote{www.cprover.org/synthesis}.

### 4.5.3 Results

The results as published in \cite{[5]} are reproduced here. An updated set of results is in Section 4.6.3, which expands the benchmark set and uses an updated version of CVC4. Additionally, it includes the comparison with the CVC4 implementation of CEGIS(T).

We evaluate CEGIS(T) on the SyGuS and program analysis benchmarks. There are 83 benchmarks in total. Recall the categories we split the benchmarks into, as described in Chapter 3 and reiterated in Table 4.1.

The results are given in Table 6.7. In combination, our CEGIS implementations (i.e., CEGIS multi-core) solve 11 more benchmarks than CVC4, but the average time per benchmark is significantly higher.

As expected, both CEGIS(T)-SMT and CEGIS(T)-FM solve more of the invariant generation benchmarks which require synthesising arbitrary constants than CVC4. Conversely, CVC4 performs better on benchmarks that require synthesising long programs with many comparison operations, e.g., finding the maximum value in a series of numbers. CVC4 solves more of the hackers-delight and cryptographic circuit benchmarks, none of which require constants.

Our implementation of basic CEGIS (and consequently of all configurations built on top of this) only increases the length of the synthesised program when no program of a shorter length exists. Thus, it is expensive to synthesise longer programs. However,
a benefit of this architecture is that the programs we synthesise are the minimum possible length. Many of the expressions synthesised by CVC4 are very large. This has been noted previously in the Syntax-Guided Synthesis Competition [11], and synthesising without the syntactic template causes the expressions synthesised by CVC4 to be even longer.

In order to validate the assumption that CVC4 works better without a template than with one where the non-trivial constants were removed (see Section 4.5.1), we also ran CVC4 on a subset of the benchmarks with a syntactic template comprising the full instruction set we give to CEGIS, plus the constants 0 and 1. Note for some benchmarks it is not possible to add a grammar because the SyGuS-IF language does not allow syntactic templates for benchmarks that use the loop invariant syntax. With a grammar, CVC4 solves fewer of the benchmarks, and takes longer per benchmark. The syntactic template is helpful only in cases where non-trivial constants are needed and the non-trivial constants are contained within the template.

We ran EUSolver on the benchmarks with the syntactic templates, but the bitvector support is incomplete and missing some key operations. As a result EUSolver was unable to solve any benchmarks in the set, and so we have not included the results in the table.

**Benefit of literal constants** We have investigated how useful the constants in the problem specification are, and have tried a configuration that seeds all constants in the problem specification as hints into the synthesis engine. This proved helpful for basic CEGIS only but not for the CEGIS(\(T\)) configurations. Our hypothesis is that the latter do not benefit from this because they already have good support for computing constants. We dropped this option in the results presented in this section.

4.6 CVC4

In this section we describe the workings of CVC4, the prominent SyGuS solver that we have used as a comparison point for CEGIS(\(T\)), and the new implementation of CEGIS(\(T\)) within CVC4. CVC4 is primarily an SMT-solver. However, in 2015, the CVC4 team introduced the first program synthesis engine implemented *inside* an SMT solver [121]. CVC4 contains several different algorithms that it makes use of for program synthesis, depending on the type of problem it is presented with. Notably, since the publication of our work on CEGIS(\(T\)), the CVC4 team have implemented the same algorithm inside CVC4.
In this section we first give details of the algorithms that CVC4 version 1.5 uses for program synthesis. This is the version of CVC4 used to produce the results described in Section 4.5.3. We then describe the CVC4 implementation of CEGIS($\mathcal{T}$), and present an updated set of results comparing the performance of this implementation to our own implementation.

In general, CVC4 uses refutation to solve synthesis problems [121]. Given the synthesis problem

$$\exists P. \forall \bar{x}. \sigma(P, \bar{x})$$

CVC4 tries to establish the unsatisfiability of its negation

$$\forall P. \exists \bar{x}. \neg \sigma(P, \bar{x})$$

such that a solution for the first formula can be obtained from the refutation of the second, rather than from the valuation of $P$ in a model of the first formula. The exact method by which this equation is solved depends on whether the problem is single-invocation or not.

### 4.6.1 Single-invocation problems

Some program synthesis problems, whilst they have the syntactic form of a second-order problem, are essentially first-order. Single-invocation problems fall into this category. A synthesis problem is single invocation if, for the problem: $\exists P. \forall \bar{x} \in I_G. \sigma(\bar{x}, P)$ all invocations of $P(\bar{x})$ in $\sigma$ are called with the same arguments $\bar{x}$. For example, consider the task of synthesising a program $P$ which computes the maximum of two inputs $x$ and $y$:

**Example 3.**

$$\exists P. \forall xy, P(x, y) \geq x$$

$$\wedge P(x, y) \geq y \wedge$$

$$(P(x, y) = x \lor P(x, y) = y)$$

*All four invocations of P in this specification are called with the same arguments, x and y, in the same order.*

The synthesis formula $\exists P. \forall \bar{x} \in I_G. \sigma(\bar{x}, P)$ is logically equivalent to

$$\forall \bar{x} \in I \exists z. \sigma(\bar{x}, z)$$
where $z$ is a variable of the same type as the return type of $P(\vec{x})$. In refutation-based synthesis, instead of trying to solve the formula above, we try to prove the unsatisfiability of the negation:

$$\exists \vec{y} \forall z \neg \sigma(\vec{x}, y).$$

We replace $\vec{x}$ with $\vec{a}$, a tuple of uninterpreted constants of the correct sort:

$$\exists \vec{a} \forall z \neg \sigma(\vec{a}, y).$$

We can then use an SMT solver to find a finite set of instances of $\vec{a}$ such that the formula is unsatisfied. We can repeat this process until we have found all the sets of constants for which the formula is unsatisfied. Provided that the program synthesis grammar allows an if-then-else expression, this is sufficient to solve the synthesis problem. Consider the example above:

**Example 4.** We start by negating invocations of $P(x, y)$ with constant integer $z$. The original constraints are as follows:

$$\neg \exists P. \forall x, y, P(x, y) \geq x$$

$$\wedge P(x, y) \geq y \wedge$$

$$(P(x, y) = x \lor P(x, y) = y)$$

Replacing the invocations of $P(x, y)$ with constant integer $z$:

$$\neg \forall x, y \exists z. z \geq x$$

$$\wedge z \geq y \wedge$$

$$(z = x \lor z = y)$$

This simplifies to:

$$\exists x, y. \forall z \neg (z \geq x \wedge z \geq y \wedge (z = x \lor z = y))$$

This is now first-order linear integer arithmetic, and solvable by first-order $\forall$-instantiation. We now replace $x$ and $y$ with a tuple of uninterpreted constants of the correct type, which we call $\vec{a}$, where $\vec{a} = \{a_1, a_2\}$. The formula is unsatisfiable when $y$ is instantiated to be $a_1$ and when $y$ is instantiated to be $a_2$, giving a solution for the original program synthesis problem that is:

$$P = \begin{cases} 
  y & : y \geq x \\
  x & : \text{otherwise}
\end{cases}$$
4.6.1.1 Beyond single-invocation problems

If the synthesis problem is not single invocation, CVC4 applies syntax-guided enumerative techniques to generate candidate programs, in a refinement loop similar to CEGIS, using the first-order solver components of CVC4 for the synthesis and verification phases. CVC4 enumerates through programs based on the syntactic template provided. If no syntactic template is provided, CVC4 will generate a default grammar [122]. This differs from the approach used by our implementation, which uses a less complex approach of encoding the synthesis problem for a given program size and allowing the solver to select candidate programs by assigning to the selector variables in the encoding. CVC4 has a variety of enumeration techniques:

- constraint-based enumeration
- brute-force enumeration
- a hybrid approach combining both brute-force and constraint-based enumeration

4.6.2 Integration of CEGIS(T) into CVC4

Recall that CEGIS(T) returns counterexample constraints from the verification phase to the synthesis phase which potentially block the candidate skeleton program $P[?]$. Due to the different enumeration techniques used, CVC4 has no way of preventing the synthesis phase from generating new candidates that differ from the skeleton program only by the constant values.

Integration of a first-order solver in the verification phase could potentially, given a candidate program with the correct program skeleton but incorrect constants, generate the correct solution. However, if it is unable to generate a correct solution, the synthesis phase will not be able to make use of the counterexample constraints.

Due to the limitations of this approach, namely that the synthesis phase is not able to make use of the counterexample constraints, the variant of CEGIS(T) that has been implemented by CVC4 uses a slight adaptation to the synthesis phase. In this approach, the synthesis phase generates skeleton programs rather than concrete candidate programs. The skeleton is then made concrete by the verification phase. If there does not exist a correct concrete candidate based on the skeleton candidate, the synthesis phase is then able to block the skeleton candidate using the counterexample constraints returned from the verification phase. This implementation is available using the command line `sygus-repair-const`.
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<table>
<thead>
<tr>
<th>Benchmark</th>
<th>CEGIS(T)-multicore</th>
<th>CVC4</th>
<th>CVC4-CEGIS(T)</th>
<th>CVC4-multi-core</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>s</td>
<td>#</td>
<td>s</td>
</tr>
<tr>
<td>comparisons</td>
<td>1</td>
<td>0.2</td>
<td>7</td>
<td>0.6</td>
</tr>
<tr>
<td>hackers</td>
<td>3</td>
<td>23.7</td>
<td>6</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>inv</td>
<td>25</td>
<td>423.0</td>
<td>29</td>
<td>36.5</td>
</tr>
<tr>
<td>other</td>
<td>15</td>
<td>61.4</td>
<td>17</td>
<td>93.1</td>
</tr>
<tr>
<td>total solved</td>
<td>44</td>
<td>26.3</td>
<td>59</td>
<td>44.8</td>
</tr>
</tbody>
</table>

Table 4.3: Experimental results – for every set of benchmarks, we give the number of benchmarks solved by each configuration within the timeout and the average time taken per solved benchmark

4.6.3 Performance of CEGIS(T) as implemented in CVC4

We present the updated results with comparisons with CVC4 version 1.7 in Table 4.3. The CVC4 implementation of CEGIS(T) performs substantially better than our implementation. This is unsurprising, as CVC4 is a mature tool containing a portfolio of enumeration techniques. There have also been improvements to the CVC4 default performance in version 1.7, which is now able to solve 59 of the benchmarks. However, we note that the combination of CVC4 and CVC4-CEGIS(T) is able to solve 3 benchmarks more than just CVC4, and the average solving time per benchmark is 50% quicker.

4.7 Conclusions

In this chapter CEGIS(T), a new approach to program synthesis that combines the strengths of a counterexample-guided inductive synthesiser with those of a theory solver to provide a more efficient exploration of the solution space. We discussed two options for the theory solver, one based on FM variable elimination and one relying on an off-the-shelf SMT solver. Our experiments results showed that, although slower than CVC4 1.5, our implementation of CEGIS(T) can solve more benchmarks within a reasonable time that require synthesising arbitrary constants, where CVC4 version 1.5 fails. This result supports our research hypothesis that synthesis of programs containing arbitrary constants is computationally feasible without provision of syntactic templates. Further supporting our hypothesis, CVC4 version 1.7 now contains an integrated implementation of CEGIS(T), which proves to be more successful than our implementation of CEGIS(T), and a hypothetical multi-core implementation of
CVC4-CEGIS(\(T\)) and CVC4’s existing single invocation strategies proves to be the most successful solving combination over our benchmark set.
Chapter 5
A Novel Encoding of the Synthesis Problem

Recall that the CEGIS algorithm consists of two phases: a synthesis phase, which guesses candidate programs by solving the formula $\exists P. \forall \vec{x} \in I_G. \sigma(\vec{x}, P)$ where $I_G$ is a subset of all possible inputs to the program $I$; and a verification phase, which verifies whether a candidate program $P$ satisfies the full specification by solving the formula $\exists \vec{x} \in I. \neg \sigma(\vec{x}, P)$.

To obtain the results reported in this dissertation, we use a propositional SAT solver in the synthesise phase of CEGIS to solve the formula $\exists P. \forall \vec{x} \in I_G. \sigma(\vec{x}, P)$. In this chapter we give the full details of the encoding of the space of possible programs up to a given length as a Boolean formula. First we formally define what a program is. We then describe how the space of programs has been encoded in previous work \[35\]. Finally we present a novel encoding, which we used in \[5\]. We give a comparison with previous encodings of the SAT formula produced and the time taken for a solver to solve the problems in our benchmark set. The new encoding reduces the size of the SAT formula that the synthesis block is required to solve compared to previous work and, as a result, gives a substantial speed up in solving time by two orders of magnitude.

Related work Much work exists on encodings for SAT and SMT solving \[6,110,131,132,154\]. However, there is limited literature on how the space of possible programs is encoded for constraint-based program synthesis as the specifics of the encoding is viewed as an implementation detail. A notable exception is the interpreter-based encoding which we describe fully in this chapter \[35\]. The details of the encoding are often omitted from published work, as the results in this chapter show that encodings have a great impact on solving time.
The general idea behind constraint-based synthesis is to encode the specification and the syntactic program restrictions to a single formula, as we do in our implementation. The encoding must map specific values of the variables in the formula to specific choices of expressions in the candidate program. Jha et al. [72] use an encoding based on these principles, but, differing from our work, the variables encode larger sub-expressions whereas variables in our work encode individual grammatical elements. Jha et al.’s component based synthesis depends on having a syntactic template or some heuristic by which to generate these sub-expressions.

Many solvers such as EUSolver [12] use some enumeration technique whereby they enumerate through potential candidate programs and then use a solver to verify whether the candidate programs are correct or not. By contrast, our work uses a SAT solver to generate the potential candidate programs from the search space, and so the encoding of the search space likely will have greater impact on performance.

Work like SKETCH [134] splits the encoding problem into “sketch generation” and “sketch completion”. Human generated program sketches (templates with holes) are translated by a compiler into equivalent SAT formulae such that satisfying models can be mapped to the corresponding choices for holes. The exact details of how this compilation works are omitted.

CVC4 [119] enumerates through candidate solutions by maintaining an evolving set of constraints that prune the search space. The exact details of how the search space is encoded are omitted from published papers.

5.1 Defining the representation of a program

The programs we synthesise are expressed in SyGuS-IF, and do not allow loops or recursion. We use $P$ to denote a program with $c$ input arguments, which is a mapping from a vector of $c$ input arguments of type $type_{IN}$ to a single output of type $type_{OUT}$. That is $P : type_{IN}^c \rightarrow type_{OUT}$. In the SyGuS competition benchmarks, all inputs to programs have the same type, and we work with this restriction although it would be possible to extend the techniques presented to programs with multiple input types. We use $input_i$ to denote the value of the $i^{th}$ input argument, and $output$ to denote the value of the output. The output type is either the same type as the input argument type, $type_{IN}$, or a Boolean.

A program may use any operator from the background theory. Throughout this chapter we will use bitvector operators as an exemplar, but the same approach can be applied to Linear Integer Arithmetic. The program may also use any input parameter
from the vector of $c$ input arguments passed to the program, and any literal constant of the type $\text{type}_{IN}$.

The full set of bitvector operators we use is given in Figure 5.1. In order to make this chapter more readable, we present the remainder of the chapter using unsigned operators only, which we denote using the more conventional mathematical symbols with infix notation instead of prefix notation, e.g., we write $x \leq y$ or $x \leq y$ instead of $(\text{bvule} \ x \ y)$.

Note that some bitvector operators exist in SMT-Lib which we have not included in the set of operators we construct the programs from, for example $\text{concat}$, which concatenates two bitvectors together. The operators we omitted are syntactic sugar and can be recreated using a combination of bit shifts and logical operations. There is a trade-off in CEGIS between the number of operations in the vocabulary we construct programs from and the synthesis time. Adding more operators increases the number of possible programs and thus the size of the formula to be solved by the synthesis phase, and the time it would take the SAT solver to solve the formula. However, introducing more “syntactic sugar” operators may mean that a shorter program is a correct solution to the synthesis problem, and our CEGIS implementation searches for shorter programs first and so may hit on the solution at an earlier iteration. Many synthesis tools exploit this trade-off by introducing further custom operations that are equivalent to combinations of other operators, for example, we might add an operator that computes the minimum of a set of numbers. We feel that omitting these operators does not present a challenge for our research hypothesis, that synthesis without a syntactic template is computationally feasible, as omitting these operators has not reduced the expressivity of the programs we can synthesise and we use the same set of operators for all SyGuS-IF benchmarks.

Definition 5. The syntax of a program in bitvector arithmetic [82], shown here for bitvectors of width 8, that returns a bitvector or a Boolean, is thus defined by the following rules. The equivalent syntaxes for programs manipulating different size bitvectors can be obtained by adjusting the definition for a constant literal to the required bitvector width:

```plaintext
Program P :: P \land P | \neg P | (P) | atom
atom :: term rel term | Boolean - Identifier
rel :: < | = | \leq
term :: term op term | \neg term | constant |
        atom?term:term | input
input :: input0 | input1 | ... | input c
constant :: 00000000 | ... | 11111111
op :: + | - | . | / | \ll | \gg | & | | | \otimes
```
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Core operations:

\[
\begin{align*}
& (bv\text{not} (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m)) \quad \text{'bitwise negation'} \\
& (bv\text{and} (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m)) \quad \text{'bitwise and'} \\
& (bv\text{or} (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m)) \quad \text{'bitwise or'} \\
& (bv\text{neg} (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m)) \quad \text{'2s complement unary minus'} \\
& (bv\text{add} (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m)) \quad \text{'addition modulo } 2^m \text{'} \\
& (bv\text{mul} (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m)) \quad \text{'multiplication modulo } 2^m \text{'} \\
& (bv\text{udiv} (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m)) \quad \text{'unsigned division, truncating towards 0'} \\
& (bv\text{shl} (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m)) \quad \text{'shift left (equivalent to multiplication by } 2^x \text{ where } x \text{ is the value of the second argument)' } \\
& (bv\text{lshr} (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m)) \quad \text{'logical shift right (equivalent to unsigned division by } 2^x \text{ where } x \text{ is the value of the second argument)' } \\
& (bv\text{ult} (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m) \text{ Bool}) \quad \text{'binary predicate for unsigned less-than'} \\
& (= (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m) \text{ Bool}) \quad \text{return true iff its two arguments are identical} \\
& (ite \text{ Bool} (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m) (_{-} \text{BitVec} \ m)) \quad \text{return its second argument or its third depending on whether its first argument is true or not} \\
\end{align*}
\]

Syntactic sugar:

\[
\begin{align*}
& (bv\text{xor} (_{-} \text{BitVec} \ s) (_{-} \text{BitVec} \ t) (_{-} \text{BitVec} \ m)) \quad \text{'abbreviates } (bv\text{or} (bv\text{and} \ s (bv\text{not} \ t)) (bv\text{and} (bv\text{not} \ s)\ t))' \\
& (bv\text{ule} (_{-} \text{BitVec} \ s) (_{-} \text{BitVec} \ t) \text{ Bool}) \quad \text{'abbreviates } (\text{or} (bv\text{ult} \ s \ t) (= \ s \ t))' \\
\end{align*}
\]

Figure 5.1: bitvector operations used in this dissertation, defined in SMT-Lib \[19\]
Similar syntax can be defined for programs in Linear Integer Arithmetic.

5.2 Encoding a program using an interpreter

In this section we present the encoding used in [35], which we use as the comparison point for our novel encoding presented in Section 5. A natural way of encoding a finite-state program such as the ones we wish to synthesise, is a sequence of instructions, in a RISC-like representation. An example program in ARM 32-bit RISC, which multiplies two numbers together, is given below:

```
1 LDR R1, [4]
2 LDR R2, [8]
3 MUL R1, R2
4 STR [4], R1
```

Each instruction is comprised of an opcode, e.g., `LDR`, which specifies the operation to be performed and a sequence of operands, which are either registers or locations in memory on which the operation is performed. Registers and memory locations may be re-used any number of times. The program above loads a value located in memory position 4 into register `R1`, then loads the value located in memory location 8 into register `R2`, multiplies them together and stores the result in memory location 4.

RISC programs are typically encoded into a machine instruction set, which are usually fixed-length bitvectors. This bitvector comprises of an opcode, which encodes the mnemonic, fields for the indices of the operand registers, and the immediate constants, if any. In [35], an instruction encoding is used which strongly resembles that of a typical RISC machine instruction set, except that the instructions are pre-split into opcode, operand indices, and constants, and a separate array is used for each. In addition, the language only has registers and no memory, and so does not need the load or store instructions. The following structure is used to represent a program of length \( L \) with \( c \) inputs and \( k \) constants, is thus:

```
1 struct program
2 {
3   op_t ops[L]; // op codes
4   typet params[1*2] // operands
5   typet inputs[c] // program inputs
6   typet program_constant[k] // constants
7 }
```

The operands refer to indices of registers and the values of program input arguments. The outputs of previous program instructions are written into these registers. As above, an operand may be any one of the input arguments passed to the programs, or a constant literal, or the result of a previous instruction. In contrast to the RISC
assembler, the encoding does not use a separate memory, i.e., there are no load or store instructions.

In previous work \[35\] this encoding has been shown to be optimal with respect to the number of bits used for storing the encoding. Whilst this may be the case for an encoding based on instruction sets and an interpreter, it nevertheless is not optimal with respect to the size of the SAT formula that is produced for synthesis and verification.

The encoding of the candidate program is only part of the problem. We will now describe how the synthesis and verification stages of the CEGIS algorithm operate using this instruction set encoding, and how the SAT formulae are generated. Our experiments show that the new encoding we introduce in this dissertation results in smaller SAT formulae being solved by the synthesis and verification stages of CEGIS, and thus a shorter synthesis time.

**Bounded Model Checking** We give a brief overview of Bounded Model Checking (BMC), which is a technique used for proving or refuting properties about transition systems, and is used for synthesis and verification in CEGIS when using the interpreter-based encoding. Usually these properties take the form of safety/liveness or reachability properties, i.e., a certain state or set of states is never reached, or a certain state or set of states is reached. Bounded Model Checking has been successfully applied to the verification of programs \[83\].

Bounded Model Checking constructs a Boolean formula that represents an unwinding of the transition system over a finite number of steps, and uses a propositional SAT or SMT solver to determine if the property holds. If the property does not hold, a counterexample is generated in the form of a trace that violates the property. BMC is a fast and scalable technique in comparison to previous symbolic model checking techniques based on symbolic manipulation of binary decision diagrams. It is sound, in that any counterexample generated is guaranteed to be a genuine counterexample. It is incomplete because the transition system is unwound only a *finite* number of steps, but, because the programs we are synthesising are finite, loop-free and recursion-free, and the list of counterexample inputs obtained is also finite, it is complete for our purposes.

In bounded model checking for software, a property is typically given as an assertion by the user and BMC constructs a transition system that represents the control flow of the program. Instead of bounding the total number of steps, BMC for software places a bound on the number of loop iterations and recursive calls.
The Boolean formula constructed represents the states reachable within this bound together with the negation of the property. If the formula is satisfiable, then there exists a counterexample trace through the program that violates the property. In the case of CEGIS synthesis, we use bounded model checking on Algorithm \ref{alg:3} and the candidate program is extracted from the counterexample trace that violates the assertion. Assumptions are used in bounded model checking for software to restrict non-deterministic choices. In the case of the synthesis algorithm, the assumptions restrict the non-deterministic choice of candidate program $P$ to be ones which satisfy the property $\sigma$.

### 5.2.1 Synthesis using an interpreter

In this section we describe how the encoding above is used within CEGIS as in \cite{35}.

#### 5.2.1.1 Synthesis

We perform synthesis by constructing a Boolean formula, which, if satisfied, will give us a candidate program in the form of the satisfiability witness. The formula we are aiming to build is $\exists P. \forall \vec{x} \in \mathcal{G}. \sigma(\vec{x}, P)$ for a given program length and set of inputs $\mathcal{I}_G$.

In the case where the program is encoded using an instruction set, we need a method to convert the program encoded as a sequence of instructions into a formula, which will involve some kind of interpreter which can identify the operator that corresponds to an op code and then deduces what the outcome of applying that operator to the operands would be.

The method used in previous work \cite{35} is to build an interpreter for the program in C code and to perform bounded model checking of the algorithm given in Algorithm \ref{alg:3}. The bounded model checker produces a Boolean formula, which is then solved by a SAT solver, and results in a candidate program that can be extracted from the satisfiability witness. In Algorithm \ref{alg:3} the interpreter is the function called `exec`. The function that we perform bounded model checking on takes as input a program $P$ encoded using our encoding. Recall the synthesis formula $\exists P. \forall \vec{x} \in \mathcal{G}. \sigma(\vec{x}, P)$. The function calls the interpreter multiple times, once for every input $\vec{x} \in \mathcal{I}_G$, and contains an assumption that fails if $P$ fails on any of the subset of inputs we are trying to synthesise a program for at this iteration.

Recall that the program is represented as a list of instructions, each one comprised of an op code, which identifies an operator, and two operand registers. The interpreter is an algorithm that iterates over the list of instructions and performs the corresponding
Algorithm 3 Synthesis of candidate solution using an interpreter

1: function synthesise(\(I_G, L\))
2: \(\text{prog } P = \text{nondet}(L); \) \(\triangleright\) encoding for nondet program of fixed length \(L\)
3: for \(\bar{x} \in I_G\) do
4: \(\text{out} = \text{exec}(P, \bar{x})\) \(\triangleright\) run interpreter on \(P\)
5: assume(\(\text{check}_\sigma(\bar{x}, \text{out});\))
6: end for
7: assert(0)
8: end function

operation on the operands. The function \(\text{check}_\sigma\) checks that the property \(\sigma\) holds for the given input, \(\bar{x}\), and output \(\text{out}\).

Size of formula generated The formula generated by bounded model checking will encompass all the paths in the function given in Algorithm 3. This will initialise the variable \(P\) with a non-deterministic choice of program, the unwind the loop \(N\) times, each time passing a new input to the program and verifying that the output produced by the program satisfies the requirement \(\sigma\). Although the only non-determinism in the formula should be the program, this is still potentially a larger formula than necessary:

- The program \(P\) is represented as an array of op codes, and operands, which will use some fixed number of bits \(b\) to represent each number, and unless we have precisely \(2^b\) operands some redundant bits will be introduced.
- Some instructions return Boolean values, which will be stored in the same type as a bitvector.
- Some combinations of op code and operands are redundant; for instance we might nondeterministically choose an instruction that performs \(\text{input}_1 - \text{input}_1\).

It is possible to add constraints to remove these redundant combinations but at the cost of increasing the size of the Boolean formula to be solved.

5.2.1.2 Verification

Similarly the verification block of the CEGIS loop uses bounded model checking, and verifies a program that takes the candidate program \(P\) with nondeterministic inputs and contains an assertion that is violated if the candidate program does not satisfy the specification for some input. The bounded model checker will return a counterexample, if it exists, that is an input for which the program fails the specification. The C program used in the verification block is given in Algorithm 4.
Algorithm 4 Verify a candidate solution using an interpreter

1: function verify(program P)
2:  \vec{x} = nondet() \quad \triangleright \text{non-deterministic assignment to input } \vec{x}
3:  out = exec(P, \vec{x}); \quad \triangleright \text{run interpreter on } P
4:  assert(check_sigma(\vec{x}, out));
5: end function

![Diagram showing layers of interpreter-based and novel encoding]

(a) Interpreter-based encoding
(b) Novel encoding

Figure 5.2: Layers of the interpreter-based and novel encoding

5.3 A Novel Encoding

In this section we present the novel encoding introduced in this dissertation. This encoding significantly reduces the size of the SAT formulae produced for the synthesis and verification stages of CEGIS, and thus speeds up the total solving time.

Our programs use bitvector operators, with a total set of possible operators as set out in Figure 5.1. The total space of programs that can be represented that use bitvector arithmetic can be expressed as a grammar \[82\], as shown in Definition 5. We stress that this grammar is not the same as a syntactic template used in the SyGuS competition, as a syntactic template restricts the search space of the programs by expressing only a small subset of this grammar.

In contrast to the interpreter-based encoding presented previously, we will show how we use this grammar to efficiently generate a formula, which we can pass directly to an SMT or SAT solver without need for an interpreter or use of bounded model checking, shown in Figure 5.2b. This method generates smaller formula, which can be solved an order of magnitude faster than the formula generated by the interpreter-based encoding.
The first step is to introduce selector variables. The selector variables perform the function of the opcodes in the encoding using an interpreter, that is, they select which of the operations should be performed and on which operands. To illustrate this encoding style, we will use an exemplar with a significantly reduced grammar, so we will restrict the possible operations to + and −. We do this solely to increase readability, and all of our experimental work is done with the full set of operations as shown in Figure 5.1. In essence we use a direct encoding of the set of operators as opposed to the binary encoding used by [35].

In our exemplar we consider synthesising a program that takes two input arguments, which are bitvectors of width two, returns a bitvector, and uses a reduced syntax that only contains the operations + and −:

\[
\begin{align*}
\text{Program } P &::= \text{constant} | \text{constant op constant} \\
\text{term} &::= \text{term op term} | \text{input} | \text{constant} \\
\text{input} &::= \text{input}_0 | \text{input}_1 \\
\text{constant} &::= | 00 | 01 | 11 | 10 \\
\text{op} &::= + | -
\end{align*}
\]

Let us use these rules to construct a formula that encodes all syntactically correct programs of thee instructions long.

We use \(I_0\) to denote the variable that holds the value of the first instruction. Following the rules above, that may be either of the input arguments, or a constant. We introduce two selector variables, denoted \(sel_0\) and \(sel_1\), to select between these options, and a new variable \(C_0\) to denote the value of the constant.

\[
I_0 = \begin{cases} 
\text{input}_1 & : sel_1 \\
\text{input}_0 & : sel_0 \\
C_0 & : \text{otherwise}
\end{cases}
\]

The possible values that \(C_0\) can take are given by the following equation. Note this isn’t a restriction as it allows all possible values that the bitvector can represent, and we can omit this clause from the Boolean formula we give to the SAT solver:

\[
C_0 = 00 \lor C_0 = 10 \lor C_0 = 11 \lor C_0 = 01
\]

We now have one further value, the output of instruction 0, and so instruction 1 can either build a new expression from either of the input values or a constant, or it can apply an operator to the expression we have before. We have two operators to choose from, + or −. There’s no point applying a − to two identical operands because that
gives zero, which we could use a constant for, so we omit that option. This is a key difference between the novel encoding presented here and the interpreter-based encoding presented in the previous section; optimisation is done when constructing the formula, instead of by adding constraints after constructing the formula. We introduce three new selector variables to choose between these options.

\[
I_1 = \begin{cases} 
I_0 + I_0 &: \text{sel}_2 \\
\text{input}_1 &: \text{sel}_3 \\
\text{input}_0 &: \text{sel}_4 \\
C &: \text{otherwise}
\end{cases}
\]

Finally, instruction 3 has full use of all of the operators and introduces 5 selector variables.

\[
I_2 = \begin{cases} 
I_1 - I_0 &: \text{sel}_5 \\
I_0 - I_1 &: \text{sel}_6 \\
I_0 + I_1 &: \text{sel}_7 \\
I_1 + I_1 &: \text{sel}_8 \\
I_0 + I_0 &: \text{sel}_9 \\
\text{input}_1 &: \text{sel}_{10} \\
\text{input}_0 &: \text{sel}_{11} \\
C &: \text{otherwise}
\end{cases}
\]

A syntactically correct program of four instructions long can be extracted from any assignment for the formula

\[I_0 \land I_1 \land I_2 \land I_3.\]

5.3.0.1 Program length

Recall from Section 1.3 that our CEGIS implementation begins by searching initially for a solution in the space of programs one instruction long. Thus initially, the synthesis encoding only needs to encode the first instruction. If no solution exists within this encoding, we then extend the synthesis encoding to two instructions long, and so on. As a result, we are guaranteed to find the shortest solution that satisfies the specification. This property is true of both the novel encoding and the interpreter-based encoding.
5.3.1 CEGIS with the novel program encoding

5.3.1.1 Synthesis

Recall we are building the formula $\exists P. \forall \vec{x} \in \mathcal{I}_G. \sigma(\vec{x}, P)$. It is quite straightforward to substitute the formula $I_0 \land I_1 \land I_2 \land I_3$ into this equation. $\vec{x} \in \mathcal{I}_G$ is a vector of all the counterexample inputs generated by the verification block so far. We initiate the loop with a single input as a vector of 0’s, e.g., for a program which takes two inputs $\vec{x} = 0, 0$. We skolemise the existential quantifier and expand the universal quantifier, so for $n$ counterexamples this becomes:

$$\sigma(P, \vec{x}_1) \land \sigma(P, \vec{x}_2) \land \ldots \land \sigma(P, \vec{x}_n),$$

where $P = I_0 \land I_1 \land I_2 \land I_3$.

Size of the formula generated The formula generated here is smaller than the formula generated by the interpreter-based encoding:

- We introduce fewer selector variables than the interpreter-based encoding.
- We can remove some sources of redundancy by simply not encoding the option to, for instance, have the instruction $\text{input}_1 - \text{input}_1$. Other examples of redundancy include commutativity, for instance $\text{input}_1 + \text{input}_2$ is equivalent to $\text{input}_2 + \text{input}_1$. By contrast, the interpreter-based encoding must add assumptions to rule out these combinations after the formula is constructed.

The instruction set encoding, however, is able to re-use registers any number of times; our novel encoding cannot reuse any variables in this way. Our novel encoding can be thought of as similar to single static assignment (SSA) form \[123\], an intermediate representation used in compilers where each variable is assigned exactly once.

5.3.1.2 Verification

The verification formula is $\exists \vec{x} \in \mathcal{I}. \neg \sigma(\vec{x}, P)$. We take the candidate program from the previous synthesis step, and leave $\vec{x}$, the inputs to the program to be determined by the solver. We solve the formula $\exists \vec{x} \in \mathcal{I}. \neg \sigma(\vec{x}, P)$ with a SAT solver.
<table>
<thead>
<tr>
<th>category</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>invariant generation</td>
<td>not used in this chapter</td>
</tr>
<tr>
<td>comparisons</td>
<td>7</td>
</tr>
<tr>
<td>from Hacker’s Delight</td>
<td>76</td>
</tr>
<tr>
<td>controller synthesis</td>
<td>29 6 time discretisations per benchmark</td>
</tr>
</tbody>
</table>

Table 5.1: Categories of the benchmarks. We do not use the invariant generation benchmarks in this chapter.

5.4 Experimental comparison

5.4.1 Experimental setup

Recall the experimental set up for this dissertation: we conduct the experimental evaluation on a 12-core 2.40 GHz Intel Xeon E5-2440 with 96 GB of RAM and Linux OS. We use the Linux times command to measure CPU time used for each benchmark. The runtime is limited to 3600 s per benchmark. We use MiniSat [42] as the SAT solver, version 2.2.1.

We compare the novel encoding with the encoding from [35] on a set of benchmarks taken from the Syntax Guided Synthesis Competition. The benchmarks are distributed across the categories shown in Table 5.1. We note that our encodings generated by different implementations and, whilst they use many of the same building blocks for the synthesis procedure, it was necessary to alter a significant amount of code in order to implement the new encoding. It is thus hard to compare how much of the difference in results is due to the encoding and how much is due to the new sections of implementation that it was necessary to change. We compare our encodings on both the Syntax Guided Synthesis benchmarks and the controller synthesis benchmarks. The controller synthesis benchmarks only require synthesis of constant values, and not of a program or expression, and so do not use the synthesis encoding. Any speed-up obtained on the controller synthesis benchmarks must thus be down to other changes in the implementation that are independent of the exact program encoding. This allows us to approximate how much of the speed-up in solving time is due to the program encoding and how much is due to other implementation changes.

In order to simplify comparison of the size of the formula generated by each encoding, we present a comparison of the number of variables in the formula as outputted by MiniSAT, and ignore the number of clauses.
Figure 5.3: Solving time using the interpreter-based encoding and the novel encoding on the controller synthesis benchmarks. Points that fall above the grey line indicate benchmarks that were solved faster by the novel encoding. The average solving time is 68.3 s per benchmark for the interpreter-based encoding and 38.6 s for the novel encoding.

### 5.4.2 Controller synthesis results

The first comparisons we do are on the set of benchmarks that synthesise controllers for Linear Time Invariant systems, as detailed in Chapter 3. Recall that these benchmarks require synthesis of a matrix of fixed-point values, and as such do not require the encoding for the program to be synthesised. Thus, any speed improvement will be due to the change in representation of the counterexamples, and any miscellaneous improvement in implementation. The solving times for both encodings on the controller benchmarks are shown in Figure 5.3. The average solving time for the interpreter-based encoding is 68.3 s, and the average solving time for the novel encoding is 38.6 s. The average number of variables in the final synthesis formula for the novel encoding is 145, 263, and for the interpreter-based encoding 161, 138, i.e., the novel encoding formulae are 90% of the size of the interpreter-based encoding formulae. In fact, this difference includes one anomalous result. This difference is not substantial, and Figure 5.4 shows that the formula size is actually smaller for many of the interpreter-based encoding runs. This suggests that the formula size is not the key contributor for the difference in solving time here.
Figure 5.4: Comparison of size of the final synthesis formula for the novel encoding vs the interpreter-based encoding on the controller synthesis benchmarks. Points that fall above the grey line indicate benchmarks where the novel encoding produced a smaller formula.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>comparisons</th>
<th>hackers</th>
<th>inv</th>
<th>other</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>s</td>
<td>#</td>
<td>s</td>
<td>#</td>
</tr>
<tr>
<td>interpreter-based encoding</td>
<td>2</td>
<td>256.5</td>
<td>3</td>
<td>50.7</td>
<td>-</td>
</tr>
<tr>
<td>novel encoding</td>
<td>1</td>
<td>&lt;0.1</td>
<td>3</td>
<td>23.7</td>
<td>-</td>
</tr>
<tr>
<td>total benchmarks</td>
<td>7</td>
<td>-</td>
<td>6</td>
<td>-</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.2: Results summary for interpreter-based encoding

5.4.3 SyGuS benchmarks

We compare the old, interpreter-based encoding and the novel encoding on benchmarks from the Syntax Guided Synthesis Competition. On a subset of 29 SyGuS benchmarks, the old encoding solves 14 in an average time of 265.6 s per benchmark, and the new encoding solves 17 in an average time of 9.2 s per benchmark. The results are given in Table 5.2. In Figure 5.5 we give the comparison of run times for the 14 benchmarks solved by both encodings. In Figure 5.6 we give the number of variables in the final synthesis formula for each encoding. The number of variables needed by the novel encoding is substantially lower than the interpreter-based encoding, which is likely the reason for the significant speed up in solving time.
Figure 5.5: Solving time using the interpreter-based encoding and the novel encoding on the SyGuS benchmarks. Points that fall above the grey line indicate benchmarks that were solved faster by the novel encoding. The average solving time is 265.6 s per benchmark for the interpreter-based encoding and 9.2 s for the novel encoding.

Figure 5.6: Comparison of size of the final synthesis formula for the novel encoding vs the interpreter-based encoding on the SyGuS benchmarks. Points that fall above the grey line indicate benchmarks where the novel encoding produced a smaller formula.
5.5 Conclusions

The novel encoding presented in this chapter reduces solving time by more than two orders of magnitude on the set of SyGuS benchmarks it is presented on. We are only able to compare on a small number of benchmarks, since these are the only ones which are solved by the interpreter-based encoding, and the others timed-out. Nevertheless the speed difference on these benchmarks is so significant, we are confident that the novel encoding provides a substantial speed-up in solving. Our research hypothesis is that synthesis of programs with arbitrary constants is computationally feasible without user-provided syntactic guidance. Whilst the novel encoding does not specifically change the way CEGIS handles constant synthesis, the two-orders of magnitude speed-up contributes to making synthesis of such programs practically possible within a reasonable time-out.

The novel encoding is able to solve some benchmarks that the interpreter-based encoding cannot solve. These benchmarks are the benchmarks that the novel encoding takes longest to solve, either due to them requiring longer solutions or solutions requiring more challenging formula to be solved by the SAT solver (categorising which types of formula are harder for SAT solvers is beyond the scope of this dissertation, but it is sufficient to say that formula involving non-linear operations such as division or bit-shifts are generally more challenging). The interpreter-based encoding simply could not solve these benchmarks within the time limit.

The speed-up exhibited on the controller synthesis benchmarks is only 2x, which is significantly less than the 100x we see on the SyGuS benchmarks. We have found that the novel encoding, as expected, does not reduce the size of the formulae produced for the control benchmarks (which do not synthesise expressions, only constants). Thus, we can deduce that some of the speed-up shown is due to other factors. This could be due to the time the interpreter-based encoding spends translating from C to a bitvector formula to a CNF formula, which is done ever iteration, as illustrated in Figure 5.2a and Fig 5.2b.

We conclude the novel encoding is an improvement on all benchmarks where we are required to synthesize expressions, i.e., any benchmark that requires us to synthesise a program more than one instruction long.
Chapter 6

Incremental first-order solvers in CEGIS

In this chapter we discuss the use of incremental first-order solving techniques in CEGIS. Specifically we investigate use of an incremental satisfiability solver in the synthesis block of a CEGIS loop. The work in this chapter was designed and implemented for a paper published at CAV 2018 [5], although the work is a only a minor contribution to that paper and is elaborated on further here. We evaluate the benefits of incremental first-order solving on the full set of benchmarks. Our research hypothesis is that synthesis of programs containing arbitrary constants is computationally feasible without user-given syntactic guidance. However, if implemented according to the state-of-the-art before our contribution, CEGIS exceeds the time-out threshold solving a large proportion of the SyGuS benchmarks. Incremental first-order solving has provided a speed-up of 3.5 in verification applications [127], and we approached this work speculating that the use of incremental first-order solvers in CEGIS may provide a similar increase in solving time for program synthesis and enable CEGIS to solve a larger number of SyGuS benchmarks. We find that, whilst incremental provides speed ups in some cases, the speed up is not uniform across all benchmarks. However, we find that the addition of incremental SAT to the multi-core engine, described in Chapter 4, does increase the number of benchmarks the multi-core engine is able to solve as well as the reducing the average solving time.

Related work We remind the reader that the work that broadly relates to the material in this dissertation is elaborated on in Chapter 2; we now make an explicit claim why our contribution is novel when compared to related work that is closest to our Incremental solving in verification is a well established area of research. Incremental first-order solvers have been used in bounded model checking [127] for verification
of automotive software. Here incremental satisfiability solving is used when bounds on loops in the code are increased. Compared to non-incremental bounded model checking on automotive software, incremental bounded model checking was found to be between 3.5 times faster. The ratio of time spent in synthesis and verification depends on the problem that CEGIS is given. In general the synthesis step will take more time than verification, and in [35] the synthesis is reported to take 86% of the total time, where verification takes 14% and the outer CEGIS loop takes 7%. We might expect that use of incremental bounded model checking in the synthesis engine gives a speed-up of 3.5 on the synthesis step, resulting in an over-all speed up of approximately 2.

The IC3 model checking algorithm is another example of use of incremental first-order solving in verification. IC3 over-approximates an invariant that implies a property; it refines the candidate invariant by asking a SAT solver if there is a state within the candidate invariant that can violate the property in one step; if the answer is yes, clauses are added that remove the state, and the process is repeated. The calls made to the SAT solver are hence very similar, as the candidate invariant is incrementally updated and all other clauses remain the same. If we implemented IC3 using a non-incremental SAT solver, every time we made a SAT call the solver would start from the beginning of the algorithm. Hence, successful implementations of IC3 use incremental SAT solving [26], which effectively is able to re-use information from previous SAT calls, i.e., the conflict clauses we have learnt, and possibly any heuristic parameters.

CVC4 uses incremental solving for solving SMT problems [20], making use of CaDiCaL [44] as the back-end SAT solver. It is not clear whether CVC4 makes use of incremental solving for synthesis problems.

### 6.1 Preliminaries

#### 6.1.1 Propositional SAT solving with CDCL

Conflict Driven Clause Learning (CDCL) is an extension of DPLL, the original algorithm used by satisfiability solvers which was presented in Chapter 4 and recalled here in Figure 6.1.

CDCL differs from DPLL only in that the back tracking is non-chronological. In DPLL, if assigning a value to a variable causes a conflict, the algorithm backtracks to the immediately preceding level and assigns the opposite value to the variable. This can cause a chain of chronological back-tracking. In CDCL, if there is a conflict, the
algorithm finds a cut in the implication graph for the conflict, constructs a learnt clause that is the negation of the assignments that led to the conflict, and then makes a jump back to the earliest point at which any of the variables in this clause were assigned to.

6.1.2 Incremental SAT solving

Incremental SAT solving is used when solving multiple similar SAT problems. Incremental solving strives to re-use as much information as possible from the previous SAT problems for solving future ones. Specifically, incremental SAT preserves the clauses learnt from conflicts.

Incremental SAT solving was first investigated in the 1990s [69]. Reusing the information is trivially easy if the formulae being solved are growing monotonically, i.e., new clauses are added to the previous formula. A solution to $C_1 \land C_2 \land C_3$ can trivially start from the place where the solution for $C_1 \land C_2$ left off. However, in many cases, we need to remove clauses as well as add new ones. The commonly used solver interface to deliver this feature is solving under assumptions [42, 99, 101].

When solving under assumptions, an incremental SAT solver is given the input of $F_i, A_i$ at each SAT call $i$. Formula $F_i$ is in CNF, and $A_i = l_1, l_2, ..., l_n$ is a conjunction of assumptions, i.e., assignments to variables. The SAT solver treats the assumptions as special literals that give the initial set of decisions. If it backtracks above the decision level of any assumption, the formula is unsatisfiable. Hence, clauses learnt are independent of the assumptions (because we did not backtrack above the decision level of the assumptions), and can be re-used when the assumptions no longer hold.

To enable removal of clauses we add a new, negated literal to each clause that we might want to remove for future SAT queries e.g., we add a new negated literal
to \( c_1 = x_1 \land x_2 \), which yields \( c'_1 = \neg a_1 \land x_1 \land x_2 \). When \( a_1 = \text{TRUE} \), \( c_1 = c'_1 \), and when \( a_1 = \text{FALSE} \), \( c'_1 \) is \( \text{TRUE} \). To remove the clause we solve under the assumption that \( a_1 = \text{FALSE} \). The clause \( c'_1 \) is thus effectively eliminated from the SAT solvers consideration, because \( \neg a_1 = \text{TRUE} \) and so the clause is satisfied.

There are also incremental SMT solvers. The SMT-lib specification format allows for incremental solving and a growing number of SMT solvers now support this feature.

### 6.1.3 Incremental SAT and formula preprocessing

Modern SAT solvers almost all have some kind of preprocessing step where the formula is simplified, which might involve eliminating redundant variables by resolution and removal of clauses by subsumption. Effective preprocessing has been shown to decrease the runtime of SAT solvers substantially [41]. In our implementation disabling the SAT solver preprocessing reduces the number of SyGuS benchmarks that can be solved within the timeout from 38 to 32.

However, a known issue with preprocessing is that, in its basic form, it is incompatible with incremental solving as it may remove redundant variables that will be needed in subsequent solving steps. Sophisticated techniques exist to overcome this problem [100], but a straightforward solution, if the variables that will be relevant for subsequent SAT calls are known a priori, is to use “freezing”, i.e., to mark these variables specifically to tell the preprocessor not to eliminate them.

In the case of CEGIS, we know that the variables and constants that must not be eliminated are ones that correspond to the counterexample inputs and the program, i.e., in the synthesis problem \( \exists P. \forall \bar{x} \in I_G. \sigma(\bar{x}, P) \) we must not eliminate the constants corresponding to the set of inputs \( x \in I_G \) and the variables corresponding to the program \( P \).

This is relatively straightforward to implement. However, there is still a trade-off between using preprocessing and using incremental solving, which we will experimentally evaluate.

### 6.2 Using incremental solving in CEGIS

We implement incremental CEGIS, an improvement to the CEGIS algorithm by adding incremental solving. Recall the CEGIS algorithm, shown in Figure 6.2. The current synthesis block is based around the construction of a Boolean formula that is satisfied if there exists a candidate solution that works for a subset of possible inputs. In each iteration, the change in this formula is either that another input is added to the subset
Example 5. Recall the specification, which requires the solver to synthesise a function $f(x)$ where $f(x) < 0$ if $x < 334455$ and $f(x) = 0$, otherwise:

```
(set-logic BV)
(synth-fun f (x (BitVec 32)) (BitVec 32))
(declare-var x (BitVec 32))
(constRAINT (ite (bvult x 334455) (bvult (f x) 0) 0))
(check-synth)
```

**Synthesis:** The synthesis block solves the formula $\exists P. \forall \vec{x} \in \mathcal{I}_G. \sigma(\vec{x}, P)$. Suppose that we are mid-way through the run of CEGIS presented in Section 4.2. The first counterexample we obtain is $x = 0$. The synthesis block then solves the formula:

$$(x_0 < 334455 \land f(x_0) < 0 \lor x_0 \geq 334455 \land f(x_0) = 0) \land (x_0 = 0)$$

That is, in SyGuS-IF:

```
(constRAINT (and (ite (bvult x0 334455) (bvult (f x0) 0) 0)) (= x0 0))
```
Suppose the second counterexample obtained is $x = 1$, the synthesis block must then solve the formula:

$$
(x_0 < 334455 \land f(x_0) < 0 \lor x_0 \geq 334455 \land f(x_0) = 0) \land (x_0 = 0) \land \\
(x_1 < 334455 \land f(x_1) < 0 \lor x_1 \geq 334455 \land f(x_1) = 0) \land (x_1 = 1)
$$

That is, in SyGuS-IF:

```
(constraint (and
 (and (ite (bvult x0 334455 ) (bvult (f x0) 0) 0)) (= x0 0)
 (and (ite (bvult x1 334455 ) (bvult (f x1) 0) 0)) (= x1 1)))
```

And suppose that the third counterexample obtained is $x = 2$, the synthesis block must then solve the following:

$$
(x_0 < 334455 \land f(x_0) < 0 \lor x_0 \geq 334455 \land f(x_0) = 0) \land (x_0 = 0) \land \\
(x_1 < 334455 \land f(x_1) < 0 \lor x_1 \geq 334455 \land f(x_1) = 0) \land (x_1 = 1) \land \\
(x_1 < 334455 \land f(x_2) < 0 \lor x_2 \geq 334455 \land f(x_2) = 0) \land (x_2 = 2)
$$

```
(constraint (and
 (and (ite (bvult x0 334455 ) (bvult (f x0) 0) 0)) (= x0 0)
 (and (ite (bvult x1 334455 ) (bvult (f x1) 0) 0)) (= x1 1))
 (and (ite (bvult x2 334455 ) (bvult (f x2) 0) 0)) (= x2 2)))
```

At each synthesis iteration, if a new input is added, a new conjunct is added to the formula from the previous synthesis step. This makes CEGIS a potential candidate for use of incremental SAT solving, whereby the SAT solver remembers information learnt from the previous problem. Note that, when the program size is increased the Boolean formula will change substantially as another instruction is added to the program encoding. At this point, we must reset the SAT solver because the SAT problems between those two iterations will be too different.

**Verification:** The verification phase is not a clear candidate use case for incremental SAT. Each time the verification block is called, it is verifying a different candidate program, and so, whilst it would be possible to work out how much of the candidate solution differs from the previous one, that would likely be computationally expensive for potentially a small benefit (there is no reason for consecutive candidate solutions to be similar). The time spent in the verification phase in CEGIS is typically less than 20% of the total solving time.
6.2.1 Impact of the novel encoding on incremental solving

Recall that in Chapter 5 we presented a novel method for encoding the search space for candidate programs in CEGIS. We also described the previous encoding, based on instruction sets, as used in [35]. Figure 6.3a and Figure 6.3b provide some intuition as to why the novel encoding will benefit more from the use of incremental solving than the interpreter-based encoding, namely that the novel encoding allows a loop almost directly around the SAT solver as it works entirely in bitvector formulae. The previous instruction set encoding requires translation from C to bitvectors which must be included in the incremental solving loop.

6.3 Illustrative Example

6.3.1 Minimal Example

Example 6. In order to illustrate the use of incremental SAT in CEGIS, let us consider the following simple example:

```
(set-logic BV)
(synth-fun f ((in (BitVec 8))) (BitVec 8))
(declare-var in (BitVec 8))
(constraint (= (f in) (bvor in #x01)))
(check-synth)
```
This specification requires synthesis of a program that has a single input and returns the result of performing a bit-wise or with that input and the bitvector 00000001. Recall that CEGIS begins by attempting to synthesising a program of length 1 that satisfies a single input. The synthesis encoding for a program of length 1, which allows one constant, $C_0$, and has one input, $in$, is

$$I_0 = \begin{cases} 
  in : & sel_0 \\
  C_0 : & otherwise 
\end{cases}$$

We use $I_j$ to denote the output of instruction $j$. We use $f$ to denote the output of function $f$. We are encoding a program of length 1 and so the output of $f$ is the output of $I_0$. The full formula for this first synthesis step is:

$$I_0 = \begin{cases} 
  in : & sel_0 \\
  C_0 : & otherwise 
\end{cases} \land \ f = I_0 \land \ f = (in \mid 00000001)$$

Using non-incremental CEGIS with the novel encoding and non-incremental solving, this is formula is represented by MiniSAT using 25 variables, 46 clauses and is solved with one decision and one Boolean constraint propagation step. The first solution returned by CEGIS is $f = in$. The first synthesis step only requires finding a program that works for a single input $A$, and this solution works for the input 1. The counterexample returned by the verification phase is that this solution fails for input value 0. We must add a constraint for each counterexample and duplicate the encoding, and so we introduce the notation $I_j - cexk$, which denotes the output of instruction $j$ when the input to the program is counterexample $k$, and $f_{cexk}$ which denotes the output of applying the program $f$ to the $k^{th}$ counterexample. Thus the next synthesis formula is:

$$I_{0 - cex0} = \begin{cases} 
  0 : & sel_0 \\
  C_0 : & otherwise 
\end{cases} \land \ f_{cex0} = I_{0 - cex0} \land \ f_{cex0} = (0 \mid 00000001)$$

In non-incremental CEGIS this is solved with 17 variables, 24 clauses, one decision and 17 propagations, giving the next candidate program to be $f = 1$. The following counterexample is 2. At this point, we need to extend the length of the program because
Table 6.1: CEGIS solving stats, showing solver starts, conflicts, decisions and propagations, using non-incremental solving with preprocessor enabled

<table>
<thead>
<tr>
<th>iter.</th>
<th>vars</th>
<th>clauses</th>
<th>starts</th>
<th>conflicts</th>
<th>decs</th>
<th>props</th>
<th>candidate P</th>
<th>#cex</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>46</td>
<td>1</td>
<td>0</td>
<td>17</td>
<td>26</td>
<td>$f = in$</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>17</td>
<td>24</td>
<td>–</td>
<td>–</td>
<td>2</td>
<td>18</td>
<td>$f = 1$</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>24</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>no solution</td>
<td>–</td>
</tr>
</tbody>
</table>

increase program size

| 4     | 95   | 299     | –      | –         | –    | –     | no solution | –    |

increase program size

| 5     | 1352 | 5268    | 2      | 131       | 479  | 28506 | $f = 1 \oplus in$ | 1    |
| 6     | 2004 | 7902    | 2      | 159       | 449  | 51623 | $f = 1 \mid in$   | none |

There are no more solutions for a program of length 1, and so the next formula for synthesis is:

$$I_{0-cex0} = \left\{ \begin{array}{l} 0 : sel_0 \\ C_0 : \text{otherwise} \end{array} \right\} \land I_{0-cex1} = \left\{ \begin{array}{l} 2 : sel_0 \\ C_0 : \text{otherwise} \end{array} \right\} \land f_{cex0} = I_{0-cex0} \land f_{cex0} = (0 \mid 00000001)$$

$$\land f_{cex1} = I_{0-cex1} \land f_{cex1} = (2 \mid 00000001)$$

This formula is 95 variables, 299 clauses and has no solutions. The program size must now be increased to three instructions. The resulting formula has 1352 variables and 5268 clauses, and, during solver, the solver makes 178 decisions, 74 conflicts are encountered and 1972 propagations performed. After this formula, we obtain the candidate solution $f = 1^{1m}$, and then after a further iteration we finally obtain the correct solution. Table 6.1 presents the size of the synthesis formula at each iteration, the number of starts, decisions, conflicts and propagations made by the SAT solver, and the candidate solutions for normal CEGIS without incremental SAT and without using preprocessing. Table 6.2 presents the same information for the incremental implementation with no preprocessing.

The differences to note between the two tables are that the incremental setup constructs marginally larger formula, but the number of conflicts encountered and
decisions and propagations performed by the SAT solver is reduced substantially in iteration 6, because the incremental solver is able to re-use the work done in iteration 5.

6.3.2 A longer example

One thing the example above shows is that incremental SAT is not necessarily going to be very useful in cases where the final solution is found using only a few iterations at each program size and where the SAT formulae are generally small. When the final solution requires solving bigger formulae, incremental SAT should become more useful. Consider the following example, taken from the SyGuS competition invariant track, and where a valid final solution is \( x - y \geq x \). Note this solution depends on the overflow of bitvectors and is not equivalent to \( y \leq 0 \). This benchmark is solved by incremental CEGIS with preprocessing enabled in 468 seconds and by non-incremental CEGIS with preprocessing enabled in 1324 seconds. With preprocessing disabled, incremental CEGIS solves the benchmark in 2523 s and non-incremental CEGIS solves the benchmark in 13247 s.

In Table 6.4 and Table 6.3, we give the formula size for the iterations that occur after the program size is increased to four instructions, with preprocessing enabled, and the number of conflicts encountered and starts, decisions and propagations performed by the SAT solver in each iteration for both implementations. The sequences of candidate programs produced by the two different implementations are not the same, and so the formula size differs for each iteration slightly.

The graph in Figure 6.4 shows the cumulative number of conflicts encountered by
Table 6.3: CEGIS solving stats using non-incremental solving for benchmark \texttt{inv\_gen\_cegar2.sl} from the SyGuS competition [10], showing iterations after the program size is increased to 4 instructions. The solving stats are given per iteration.

<table>
<thead>
<tr>
<th>iterations</th>
<th>vars</th>
<th>clauses</th>
<th>starts</th>
<th>conflicts</th>
<th>decisions</th>
<th>propagations</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>534644</td>
<td>1885211</td>
<td>77</td>
<td>21504</td>
<td>112546</td>
<td>90363818</td>
</tr>
<tr>
<td>20</td>
<td>570272</td>
<td>2010981</td>
<td>180</td>
<td>56996</td>
<td>274477</td>
<td>221694821</td>
</tr>
<tr>
<td>21</td>
<td>605900</td>
<td>2136559</td>
<td>252</td>
<td>80154</td>
<td>428136</td>
<td>452224767</td>
</tr>
<tr>
<td>22</td>
<td>641528</td>
<td>2262330</td>
<td>255</td>
<td>99397</td>
<td>466039</td>
<td>596163076</td>
</tr>
<tr>
<td>23</td>
<td>677156</td>
<td>2388101</td>
<td>444</td>
<td>162654</td>
<td>743020</td>
<td>1006937341</td>
</tr>
<tr>
<td>24</td>
<td>712784</td>
<td>2513872</td>
<td>255</td>
<td>93504</td>
<td>439075</td>
<td>697146125</td>
</tr>
<tr>
<td>25</td>
<td>748412</td>
<td>2639450</td>
<td>893</td>
<td>377652</td>
<td>1498854</td>
<td>3224483151</td>
</tr>
</tbody>
</table>

the solver for incremental and non-incremental CEGIS, with preprocessing disabled. Figure 6.6 shows the cumulative time spent in the solving phase of CEGIS, for the same benchmark. The step jumps in cumulative time occur when the program size is increase and so the solver is reset and the solving must start from scratch. We can see that with preprocessing disabled, incremental solving is clearly beneficial. The number of conflicts encountered and time spent in the solving phase increase exponentially as iterations increase for the non-incremental solving. The non-incremental implementation takes more than 5 times longer to solve the benchmark than the incremental implementation despite doing three fewer iterations. The number of iterations each implementation needs is dependent on the sequence of counterexamples obtained, which is dependent on SAT solver heuristics. However, with preprocessing enabled, as shown in Figure 6.5 and Figure 6.7 the case is less clear-cut; the non-incremental solving benefits far more from the preprocessing than the incremental solving, and with the preprocessing enabled the non-incremental implementation takes only 2.5 times as long, despite performing one more iteration than the incremental implementation. The number of conflicts resolved per iteration are roughly comparable with preprocessing enabled.

### 6.4 Results on full Benchmark Sets

The results on the single benchmark we presented in the preceding section suggest incremental solving in CEGIS could be beneficial. However, this is only one exemplar. In this section we evaluate the benefit of incremental solving in CEGIS using the novel
Table 6.4: CEGIS solving stats using incremental solving for benchmark `inv_gen_cegar2.sl` from the SyGuS competition [10], showing iterations after the program size is increased to 4 instructions. The solving stats are given per iteration.

<table>
<thead>
<tr>
<th>iterations</th>
<th>vars</th>
<th>clauses</th>
<th>starts</th>
<th>conflicts</th>
<th>decisions</th>
<th>propagations</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>463979</td>
<td>1636157</td>
<td>62</td>
<td>15160</td>
<td>63257</td>
<td>75116989</td>
</tr>
<tr>
<td>17</td>
<td>499607</td>
<td>998327</td>
<td>1</td>
<td>4</td>
<td>965</td>
<td>179270</td>
</tr>
<tr>
<td>18</td>
<td>535235</td>
<td>1061752</td>
<td>109</td>
<td>29957</td>
<td>141043</td>
<td>223481115</td>
</tr>
<tr>
<td>19</td>
<td>570863</td>
<td>1128189</td>
<td>371</td>
<td>134271</td>
<td>595847</td>
<td>1035244439</td>
</tr>
<tr>
<td>20</td>
<td>606491</td>
<td>1195395</td>
<td>2</td>
<td>103</td>
<td>1738</td>
<td>2422165</td>
</tr>
<tr>
<td>21</td>
<td>642119</td>
<td>1261554</td>
<td>44</td>
<td>9944</td>
<td>40834</td>
<td>125652760</td>
</tr>
<tr>
<td>22</td>
<td>677747</td>
<td>1327823</td>
<td>62</td>
<td>15776</td>
<td>60929</td>
<td>200783067</td>
</tr>
<tr>
<td>23</td>
<td>713375</td>
<td>1394276</td>
<td>125</td>
<td>35274</td>
<td>119957</td>
<td>440154269</td>
</tr>
<tr>
<td>24</td>
<td>749003</td>
<td>1461693</td>
<td>1</td>
<td>74</td>
<td>1741</td>
<td>940978</td>
</tr>
</tbody>
</table>

Figure 6.4: Cumulative conflicts resolved, shown for incremental and non-incremental solving with solver preprocessing disabled
Figure 6.5: Cumulative conflicts resolved, shown for incremental and non-incremental solving with solver preprocessing enabled.

Figure 6.6: Cumulative time spent in synthesis phase, shown for incremental and non-incremental solving with solver preprocessing disabled.
Figure 6.7: Cumulative time spent in synthesis phase, shown for incremental and non-incremental solving with solver preprocessing enabled.

Table 6.5: Categories of the benchmarks

<table>
<thead>
<tr>
<th>category</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>invariant generation</td>
<td>47</td>
</tr>
<tr>
<td>comparisons</td>
<td>7</td>
</tr>
<tr>
<td>hacker’s</td>
<td>6</td>
</tr>
<tr>
<td>other SyGuS</td>
<td>23</td>
</tr>
<tr>
<td>controller synthesis</td>
<td>29</td>
</tr>
</tbody>
</table>

encoding presented in Chapter 5 and the interpreter-based encoding used in 10. We evaluate on a set of benchmarks taken from program analysis, the SyGuS competition, and also the controller synthesis benchmarks. The benchmarks are split across categories as shown in Table 6.5.

6.4.1 Synthesising Controllers

First we present our evaluation of incremental CEGIS in comparison to standard CEGIS on the controller synthesis benchmarks as detailed in Chapter 3. Recall that these benchmarks require the synthesis of a matrix of fixed-point values such that a safety specification is met for a Linear Time Invariant system. These benchmarks do not require synthesis of expressions, and so are a simplified case of program synthesis. They thus provide an interesting case to evaluate incremental CEGIS on, because
they remove the risk of the incremental synthesis procedure choosing the wrong initial program structure and being forced to extensively explore that structure before finding a counterexample strong enough to refute the template completely.

There is an element of luck involved in the speed of solving these benchmarks, owing to the completeness threshold. The completeness threshold is not specific to a benchmark, but to the combination of benchmark and controller. In the original work published at CAV, we initialise the algorithm with a bound $k$, and the algorithm synthesises a controller that is safe for $k$ steps, and then we check whether the controller synthesised has a completeness threshold less than $k$, i.e., is always safe. If it does not, we increase $k$ and repeat the process. A lucky synthesis algorithm will guess a controller that has a completeness threshold lower than $k$, an unlucky one may need to repeat the process many times with ever increasing $k$ values.

It is not possible to integrate the requirement that the controller be safe up until the completeness threshold into the CEGIS synthesis block itself because calculating the completeness threshold involves computing Eigenvalues, which we have found SAT solvers to be very poor at (perhaps unsurprisingly, given the non-linearity involved).

To reduce the element of luck when comparing incremental vs standard CEGIS, we fix the bound $k$ and synthesise controllers that remain safe for up to ten time steps. We also omit the precision check, as described in the previous sections, and fix the precision used to represent the plant and controller. The precision check is the same for both incremental and standard CEGIS, and so is a constant overhead. Both incremental and non-incremental CEGIS compared in this chapter use the new encoding described in Chapter 5. We run each benchmark with several different time discretisations. This gives us a total of 87 benchmarks that can be solved by both incremental and non-incremental CEGIS.

Incremental CEGIS does not perform well on these benchmarks, performing an average of 32 s slower than non-incremental CEGIS with preprocessing enabled. The reason for this is likely that these benchmarks typically only require 4 or 5 iterations, and so the benefit of incremental solving is outweighed by the limited preprocessing the solver is able to perform. If we look at the size of the formula in the final synthesis step in cases where the number of iterations each implementation performs is identical, incremental CEGIS solves a formula 20% larger than non-incremental CEGIS.

Each iteration also takes relatively longer than the SyGuS benchmark iterations due to the complexity of the controller synthesis specification. This means that a solver taking more iterations due to luck of the sequence of counterexamples obtained can increase the synthesis time significantly. In 17 out of 87 benchmarks, non-incremental
CEGIS takes more iterations to find a solution than incremental CEGIS, and in 13 out of 87 benchmarks incremental CEGIS takes more iterations to find a solution than non-incremental CEGIS. This is down to the heuristic choices inside the SAT solver. If we omit the results where either CEGIS requires a different number of iterations, incremental CEGIS performs an average of 36 s slower than non-incremental CEGIS.

### 6.4.2 SyGuS Competition benchmarks

**Interpreter-based encoding:** We give results for a subset of the SyGuS competition benchmarks using the interpreter-based encoding from [10], and as detailed in Chapter 5. We run the implementation on 29 benchmarks from the SyGuS competition, and the implementations using non-incremental and incremental solving both solve the same 14 benchmarks. We give these results in Figure 6.9 and Table 6.6. All benchmarks are solved faster by incremental than non-incremental and the average time taken is 265.6 s for non-incremental solving and 81.7 s for incremental solving. This improvement of 3.2x is better than the anticipated 2x. In Figure 6.10 we give a comparison between the size of the formula produced by the final synthesis phase for incremental and non-incremental solving and find that the formula sizes are comparable, and so the difference in solving time is likely due to the incremental solving.
<table>
<thead>
<tr>
<th>Benchmark</th>
<th>comparisons</th>
<th>hackers</th>
<th>inv</th>
<th>other</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>s</td>
<td>#</td>
<td>s</td>
<td>#</td>
</tr>
<tr>
<td>interpreter-based encoding:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEGIS</td>
<td>2</td>
<td>256.5</td>
<td>3</td>
<td>50.7</td>
<td>-</td>
</tr>
<tr>
<td>CEGIS-inc</td>
<td>2</td>
<td>189.5</td>
<td>3</td>
<td>23.7</td>
<td>-</td>
</tr>
<tr>
<td>novel encoding:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEGIS</td>
<td>1</td>
<td>&lt;0.1</td>
<td>3</td>
<td>23.7</td>
<td>-</td>
</tr>
<tr>
<td>CEGIS-inc</td>
<td>2</td>
<td>&lt;0.1</td>
<td>3</td>
<td>168.0</td>
<td>-</td>
</tr>
<tr>
<td>total benchmarks</td>
<td>7</td>
<td>-</td>
<td>6</td>
<td>-</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.6: Results summary for interpreter-based encoding

<table>
<thead>
<tr>
<th>CEGIS</th>
<th>CEGIS-np</th>
<th>CEGIS-i</th>
<th>CEGIS-i-np</th>
<th>multicore</th>
<th>multicore-i</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>s</td>
<td>#</td>
<td>s</td>
<td>#</td>
</tr>
<tr>
<td>comp</td>
<td>1</td>
<td>&lt;0.1</td>
<td>1</td>
<td>&lt;0.1</td>
<td>1</td>
</tr>
<tr>
<td>hackers</td>
<td>3</td>
<td>23.7</td>
<td>2</td>
<td>2.5</td>
<td>3</td>
</tr>
<tr>
<td>inv</td>
<td>19</td>
<td>430.3</td>
<td>15</td>
<td>291.0</td>
<td>18</td>
</tr>
<tr>
<td>other</td>
<td>15</td>
<td>70.0</td>
<td>14</td>
<td>10.6</td>
<td>15</td>
</tr>
<tr>
<td>total slvd</td>
<td>38</td>
<td>244.6</td>
<td>32</td>
<td>141.2</td>
<td>37</td>
</tr>
</tbody>
</table>

Table 6.7: Experimental results for the novel encoding – for every set of benchmarks, we give the number of benchmarks solved by each configuration within the timeout and the average time taken per solved benchmark

**Novel encoding:** We also run the full benchmark set using the novel encoding proposed in Chapter 5. In Chapter 4, we presented a table of results on the SyGuS benchmarks that included a hypothetical multi-core solver. Here we show the results on the same set of benchmarks for CEGIS, CEGIS with the preprocessor disabled (CEGIS-np), CEGIS with incremental solving with preprocessing (CEGIS-i), CEGIS with incremental solving with the preprocessor disabled (CEGIS-i-np), and the multi-core solver if the incremental solving with preprocessing was included as an extra core (multicore-i). For comparison we show the multicore engine (multicore) from Chapter 4, which comprised of CEGIS-FM, CEGIS and CEGIS-SMT, and the plain implementation of CEGIS:

The average time taken to solve each benchmark is improved by using incremental-solving, although one fewer benchmark is solved. A graph showing the comparison between incremental and non-incremental solving with preprocessing enabled is shown.
Figure 6.9: Solving time of incremental vs non-incremental with preprocessing enabled on the interpreter-based encoding. Points that fall underneath the grey line indicate benchmarks that were solved faster by incremental solving than non-incremental. The average solving time is 265.6 s for non-incremental solving and 81.7 s for incremental solving.

in Figure 6.11 The results with the preprocessing disabled are shown in Figure 6.12. Here, incremental solving is more clearly beneficial, and incremental solving solves 36 benchmarks, whilst non-incremental solving only solves 32. The average time per benchmark is higher for incremental solving because the extra benchmarks solved are challenging. There is, however, a more clear trend illustrated on the graph where incremental solving in most cases is faster than non-incremental solving.

Both with and without preprocessing, there are several cases where non-incremental solving beats incremental. This is because with more complex benchmarks the choice of counterexamples can be critical in leading the solver to the correct solution; a particular counterexample early on in the CEGIS algorithm can be decisive in leading the algorithm to explore a specific direction of potential programs, which may not contain the solution. CEGIS may then need many more iterations before it hits on the correct solution. For this reason, it is hard to draw the conclusion that incremental solving is substantially better than non-incremental solving in CEGIS, and we would be able to have more confidence in our conclusions if we had a larger benchmark set, on which these anomalies would be less significant.

Note that the average times are slower than for the interpreter-based encoding because the benchmark set includes more challenging benchmarks, of which 37 are solved by incremental solving and 38 with non-incremental solving.
Figure 6.10: Number of variables in final synthesis formula using the interpreter-based encoding and novel encoding. Points that fall above the grey line indicate benchmarks where the formula was smaller for incremental solving than non-incremental.

Figure 6.11: Solving time of incremental vs non-incremental with preprocessing enabled on the novel encoding. Points that fall underneath the grey line indicate benchmarks that were solved faster by incremental solving than non-incremental. The average time per benchmark for incremental solving is 130 s, solving 37 benchmarks, and for non-incremental solving 244.6 s, solving 38 benchmarks.
Figure 6.12: Solving time of incremental vs non-incremental with preprocessing disabled on the novel encoding. Points that fall underneath the grey line indicate benchmarks that were solved faster by incremental solving than non-incremental. The average time per benchmark for incremental solving is 436.2 s, solving 36 benchmarks, and for non-incremental solving 141.2 s, solving 32 benchmarks.

6.5 Conclusions

Whilst incremental solving in CEGIS had seemed initially to be a promising development, it turned out to be no better than simply using the SAT solver preprocessor. We enabled the preprocessor with the incremental solving by using a crude technique of freezing all the variables that correspond to counterexample inputs obtained by CEGIS. This proves to be too crude for preprocessing to be effective. The results show that without preprocessing, incremental solving increases the number of SyGuS benchmarks CEGIS is able to solve by four.

We combine the implementation of CEGIS using incremental solving with the preprocessor enabled into the multi-core engine mentioned in Chapter 4, and it gives a slight improvement of 6% in the average time per benchmark solved.

Our research hypothesis looks to establish that synthesis of programs containing arbitrary constants is computationally feasible without user-given syntactic guidance. CEGIS reaches the time-out threshold on many of our program synthesis benchmarks and, approaching this work, we speculated that incremental first-order solving may provide a speed-up large enough to prevent some of these time-out results. However, the speed-up provided by incremental first-order solving was not significant enough to allow us to solve any additional benchmarks, and does not provide any contributions
towards improving computational feasibility of synthesis of programs with arbitrary constants.

There exists promising work developing satisfiability solvers that use preprocessing with incremental solving, and when these solvers are competitive, incremental solving in CEGIS may be able to provide a more significant speed-up. Given the current state-of-the-art in SAT solver pre-processing, we hypothesize that incremental CEGIS is only able to outperform a standard CEGIS implementation on benchmarks where the SAT solver pre-processing does not already provide a significant speed-up.
Chapter 7
Conclusions

Recall the research hypothesis explored by this dissertation, which is that synthesis of programs containing arbitrary constants is computationally feasible without provision of syntactic templates. To that end, we have presented the following algorithmic contributions:

• In Chapter 4 we presented CEGIS(T), a novel algorithm for program synthesis based on combining SAT-based counterexample guided inductive synthesis with a first-order solver. CEGIS(T) is an extension to CEGIS in the same way that DPLL(T) is an extension of DPLL. CEGIS(T) abstracts the synthesis problem to a higher level, then uses a first-order theory solver to provide counterexamples to abstracted candidate solutions to the synthesis phase. We evaluated CEGIS(T) on a set of benchmarks taken from the SyGuS competition with the syntactic template removed and find that CEGIS(T) is able to solve benchmarks that elude our standard implementation of CEGIS. A variant of CEGIS(T) has been implemented in CVC4, and is able to solve benchmarks that elude the standard algorithms of CVC4.

• We introduced a novel encoding of the synthesis problem in Chapter 5, which we showed to reduce the size of the SAT formula generated in the synthesis phase of CEGIS, and to increase the total solving time by two orders of magnitude on SyGuS competition benchmarks.

• In Chapter 6 we presented the use of incremental first-order solvers in CEGIS. We evaluate this contribution and find that, whilst CEGIS implemented with incremental solving provides a speed-up of 50% over CEGIS with non-incremental solving if the solver preprocessing is disabled, once the preprocessing is enabled the speed-up provided is significantly smaller and, for many benchmarks, is
<table>
<thead>
<tr>
<th>Benchmark</th>
<th>comparisons</th>
<th>hackers</th>
<th>inv</th>
<th>other</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>s</td>
<td>#</td>
<td>s</td>
<td>#</td>
</tr>
<tr>
<td>interpreter-based encoding:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEGIS</td>
<td>2</td>
<td>256.5</td>
<td>3</td>
<td>50.7</td>
<td>-</td>
</tr>
<tr>
<td>CEGIS-inc</td>
<td>2</td>
<td>189.5</td>
<td>3</td>
<td>23.7</td>
<td>-</td>
</tr>
<tr>
<td>novel encoding:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEGIS</td>
<td>1</td>
<td>&lt;0.1</td>
<td>3</td>
<td>23.7</td>
<td>-</td>
</tr>
<tr>
<td>CEGIS-inc</td>
<td>2</td>
<td>&lt;0.1</td>
<td>3</td>
<td>168.0</td>
<td>-</td>
</tr>
<tr>
<td>total benchmarks</td>
<td>7</td>
<td>-</td>
<td>6</td>
<td>-</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7.1: Results summary

outweighed by the disadvantage of being unable to use pre-processing effectively with incremental solving. A larger benchmark set would be needed to establish whether this speed-up is consistent. As first-order solvers develop that allow effective preprocessing to be used with incremental solving, the use of incremental first-order solvers in CEGIS may become more beneficial.

A full summary of our results is shown in Table 7.1 and Table 7.2.

7.0.1 High-level summary

Our results show that the synthesis of programs containing arbitrary constants is computationally feasible without user-provided syntactic templates. The key algorithmic enabler to this is CEGIS($T$), which prevents the enumerative behaviour often encountered in CEGIS when attempting to synthesise programs containing constants. CEGIS($T$) solves most benchmarks that require non-trivial constants faster than CEGIS.

However, it benefits from being run in a multi-core solver since there are cases where CEGIS($T$) is slower than CEGIS. We hypothesise in some cases this is because it changes the sequence of counterexamples obtained, and thus may need to perform more iterations. It is known that the sequence of counterexamples obtained affects the speed of CEGIS [73]. In other cases, we hypothesise that CEGIS($T$) may perform slower when it generates SAT formulae that are harder to solve than the ones generated by CEGIS. Classifying SAT formula that are more easily solved remains an open problem [130].

The results for the use of incremental first-order solvers in CEGIS show that incremental solving is beneficial when used as part of the hypothetical multi-core
<table>
<thead>
<tr>
<th>Benchmark</th>
<th>comparisons</th>
<th>hackers</th>
<th>inv</th>
<th>other</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#  s</td>
<td>#  s</td>
<td>#</td>
<td>s</td>
<td>#</td>
</tr>
<tr>
<td>novel encoding:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEGIS</td>
<td>1 &lt;0.1</td>
<td>3  23.1</td>
<td>19</td>
<td>430.2</td>
<td>15</td>
</tr>
<tr>
<td>CEGIS-np</td>
<td>1 &lt;0.1</td>
<td>2   2.5</td>
<td>15</td>
<td>291.0</td>
<td>14</td>
</tr>
<tr>
<td>CEGIS-inc</td>
<td>1 &lt;0.1</td>
<td>3  168.1</td>
<td>18</td>
<td>223.8</td>
<td>15</td>
</tr>
<tr>
<td>CEGIS-i-np</td>
<td>1 &lt;0.1</td>
<td>3   452.7</td>
<td>18</td>
<td>790.7</td>
<td>14</td>
</tr>
<tr>
<td>CEGIS((\mathcal{T}))-FM</td>
<td>1  0.6</td>
<td>3  31.0</td>
<td>15</td>
<td>84.3</td>
<td>13</td>
</tr>
<tr>
<td>CEGIS((\mathcal{T}))-SMT</td>
<td>1 &lt;0.1</td>
<td>3   25.4</td>
<td>25</td>
<td>441.5</td>
<td>15</td>
</tr>
<tr>
<td>CEGIS((\mathcal{T}))-multicore</td>
<td>1 &lt;0.1</td>
<td>3   23.4</td>
<td>25</td>
<td>389.0</td>
<td>15</td>
</tr>
<tr>
<td>CVC4-1.5</td>
<td>7 &lt;0.1</td>
<td>6   &lt;0.1</td>
<td>6</td>
<td>6.1</td>
<td>14</td>
</tr>
<tr>
<td>CVC4-1.7</td>
<td>7   0.6</td>
<td>6    &lt;0.1</td>
<td>29</td>
<td>36.5</td>
<td>17</td>
</tr>
<tr>
<td>CVC4-CEGIS((\mathcal{T}))</td>
<td>1  2551.1</td>
<td>0   -</td>
<td>26</td>
<td>295.6</td>
<td>15</td>
</tr>
<tr>
<td>CVC4-multicore</td>
<td>7   0.6</td>
<td>6    &lt;0.1</td>
<td>31</td>
<td>4.1</td>
<td>18</td>
</tr>
<tr>
<td>total benchmarks</td>
<td>7</td>
<td>6   -</td>
<td>47</td>
<td>-</td>
<td>23</td>
</tr>
</tbody>
</table>

Table 7.2: Results summary for encoding comparison. CEGIS-multicore includes CEGIS(\(\mathcal{T}\))-FM, CEGIS(\(\mathcal{T}\))-SMT, CEGIS and CEGIS-inc. CVC4-multicore includes CVC4 version 1.7 and CVC4-CEGIS(\(\mathcal{T}\))

...
from the configuration which returns fastest. In future work it would be interesting to explore whether CEGIS and CEGIS(\(T\)) would benefit from sharing intermediate results between the configurations as they run in parallel, specifically sharing intermediate solutions and counterexamples.
Appendix A
Example Benchmarks and Solutions

A.1 Example benchmarks from the SyGuS competition

The following benchmark is an example benchmark from the SyGuS Competition, in SyGuS-IF format.

```
(set-logic BV)

(synth-fun inv ((i (BitVec 32))(l (BitVec 32))) Bool)

(declare-var i (BitVec 32))
(declare-var l (BitVec 32))
(declare-var i1 (BitVec 32))
(declare-var l1 (BitVec 32))
(declare-var l2 (BitVec 32))

(constraint
(=> (= l #x00000000) (inv i l)))
)

(constraint
(=> (and (inv i l) (=> (= l #x00000004) (= l1 #x00000000)) (=> (not (=
= l #x00000004)) (= l1 l)) (not (or (bvult l1 #x00000000) (bvuge
l1 #x00000005))) (= 12 (bvadd l1 #x00000001))) (inv i l2)))
)

(constraint
(=> (and (inv i l) (=> (= l #x00000004) (= l1 #x00000000)) (=> (not (=
= l #x00000004)) (= l1 l)) (or (bvult l1 #x00000000) (bvuge l1 #
x00000005))) false)
)

(check-synth)
```
The solution we synthesize for this benchmark is:

\[
\neg (= (\text{bvlshr} \; (_{\text{bv2}0} \; 32) \; 1) \; (_{\text{bv}0} \; 32))
\]

Here is a simpler benchmark from the SyGuS competition, which synthesizes a function which computes the maximum of two inputs:

\[
\begin{align*}
\text{(set-logic} & \text{ BV)} \\
\text{(synth-fun} & \text{ max2 } ((x \; (\text{BitVec} \; 32))(y \; (\text{BitVec} \; 32))) \; (\text{BitVec} \; 32)) \\
\text{(declare-var} & \text{ x} \; (\text{BitVec} \; 32)) \\
\text{(declare-var} & \text{ y} \; (\text{BitVec} \; 32)) \\
\text{(constraint} & \text{ (bvuge (max2 x y) x))} \\
\text{(constraint} & \text{ (bvuge (max2 x y) y))} \\
\text{(constraint} & \text{ (or (=} x \; (\text{max2 x y})) (=} y \; (\text{max2 x y})))) \\
\text{(check-synth)}
\end{align*}
\]

The solution we synthesize for this benchmark is:

\[
\text{(ite (bvuge x y) x y)}
\]

The following two benchmarks are taken from a paper on using Program Synthesis for Program Analysis [34]. The first benchmark requires synthesizing a danger invariant, as described in Section 3.1.2 and ranking function:

\[
\begin{align*}
\text{(set-logic} & \text{ BV)} \\
\text{(declare-var} & \text{ x} \; (\text{BitVec} \; 32)) \\
\text{(declare-var} & \text{ y} \; (\text{BitVec} \; 32)) \\
\text{(define-fun} & \text{ G } ((x \; (\text{BitVec} \; 32))) \; \text{ Bool} \\
& \text{(bvalt} \; x \; \#x00000006)) \\
\text{(define-fun} & \text{ B_x } ((x \; (\text{BitVec} \; 32))) \; (\text{BitVec} \; 32) \\
& \text{(bvadd} \; x \; \#x00000001)) \\
\text{(define-fun} & \text{ B_y } ((y \; (\text{BitVec} \; 32))) \; (\text{BitVec} \; 32) \\
& \text{(bvmul} \; y \; \#x00000002)) \\
\text{(define-fun} & \text{ A } ((x \; (\text{BitVec} \; 32))) \; \text{ Bool} \\
& \text{(not} \; (= \; x \; \#x00000006)) \\
\text{(synth-fun} & \text{ D } ((x \; (\text{BitVec} \; 32))(y \; (\text{BitVec} \; 32))) \; \text{ Bool} ) \\
\text{(synth-fun} & \text{ R } ((x \; (\text{BitVec} \; 32))(y \; (\text{BitVec} \; 32))) \; (\text{BitVec} \; 32)) \\
\text{(constraint} & \text{ (implies (and (D x y) (G x)) (and (bvugt (R x y) \#x00000000) (and (bvugt (R x y) (R (B_x x) (B_y y))) (D (B_x x) (B_y y)))))})
\end{align*}
\]
The solution we synthesise for this benchmark is:

```lisp
define-fun D ((x (BitVec 32))(y (BitVec 32))) Bool
  (not (= (bvlshr (_ bv83 32) | synth :: parameter0|) (_ bv0 32)))
```

```lisp
(synth-fun R ((x (BitVec 32))(y (BitVec 32))) (BitVec 32)
  (bvlshr (_ bv16384 32) | synth :: parameter0|))
```

The following benchmark synthesises a loop invariant, which relies on the overflow semantics of bitvectors:

```lisp
(set-logic BV)

(synth-inv inv-f ((x (BitVec 32))))

(declare-primed-var x (BitVec 32))

(define-fun pre-f ((x (BitVec 32))) Bool
  (= x #x0000000A))

(define-fun trans-f ((x (BitVec 32))(x! (BitVec 32))) Bool
  (and (bvuge x #x0000000A) (= x! (bvadd x #x00000002))))

(define-fun post-f ((x (BitVec 32))) Bool
  (or (= #x00000000 (bvurem x #x00000002))(bvuge x #x0000000A)))

(inv-constraint inv-f pre-f trans-f post-f)

(check-synth)
```

An invariant we synthesize as a solution to this benchmark is:

```lisp
(not (= (bvshr (bvadd (_ bv31 32) x) (_ bv31 32)) (_ bv0 32)))
```

### A.2 Example benchmark for controller synthesis

An example benchmark which synthesizes a safe controller for a Linear Time Invariant system, as described in Section 3.2, is as follows:
// Benchmark plant variables
#define NSTATES 5

plant_typet A[5][5]=
{{0.9048374, 0.2100611, 0.02066266, 0.06504802, 0.3755344 },
{0, 0.7788008, 0.09033475, 0.3156122, 2.396729},
{0, 0, 0.0007927521, 0.006308523, 0.5637409},
{0, 0, 0, 0.00000372653, 0.03367110},
{0, 0, 0, 0, 0.006737947}};


controller_typet K[NSTATES];
plant_typet states[NSTATES];

int main ( void )
{
    for ( int i=0; i< NSTATES ; i++)
    {
        states[i]= nondet();
        assume( states[i] < initial_state_upper_bound);
        assume( states[i] > initial_state_lower_bound);
    }
    assert ( check_stability());
    assert ( check_safety());
}

bool check_stability()
{
    calculate_characteristic_polynomial();
    return(jury_criterion_satisfied());
}
```cpp
bool check_safety()
{
    for(int i=0; i<NUMBER_LOOPS; i++)
    {
        input = -K * (controller_typet) states;
        if(input > input_upper_bound ||
            input < input_lower_bound)
            return false;

        states = A * states + B * (plant_typet) input;
        for(int i=0; i<NSTATES; i++)
        {
            if(states[i] > safety_upper_bound ||
                states[i] < safety_lower_bound)
                return false;
        }
    }
    return true;
}
```

A solution synthesised for this benchmark is:

```plaintext
controller_typet K[5]=
    [-0.002506256, 0.004489899, 0.002985001,
    0.0008187294, 0.02851868e-2];
```
Appendix B

Publications and Contributions

• Counterexample Guided Inductive Synthesis Modulo Theories \cite{5}, CAV 2018
  – in collaboration with Pascal Kesseli, Daniel Kroening, Cristina David and
    Alessandro Abate. The work presented in this chapter has subsequently been
    implemented as part of CVC4 and is available in release 1.7\footnote{https://github.com/CVC4/CVC4}. My contributions
    to this work are as follows:
    
    – Implementation of the SyGuS front-end including parsing
    – Implementation of the use of incremental satisfiability within CEGIS,
      detailed in Chapter\cite{6}
    – Collaboration on development of the general CEGIS($\mathcal{T}$) algorithm with
      Daniel Kroening
    – Collaboration on the CEGIS($\mathcal{T}$)-FM algorithm with Daniel Kroening
    – Collaboration on writing with Cristina David
    – Accumulation of benchmarks and translation of SyGuS Linear Integer
      Arithmetic benchmarks into bitvectors
    – Running and write up of the experiments.

• Automated Formal Synthesis of Digital Controllers for State-Space Physical
  Plants \cite{4}, CAV 2017 – with Alessandro Abate, Iury Bessa, Dario Cattaruzza,
  Lucas Cordeiro, Cristina David, Pascal Kesseli and Daniel Kroening.
  
  My contributions to this work are as follows:
– Conversion of the general control problem into a program synthesis problem for the multi-stage back end.

– Integration of the translated control problem into the multi-stage back end, in close collaboration with Pascal Kesseli.

– Running of experiments for both the multi-stage and acceleration based back end, in close collaboration with Pascal Kesseli.

– Write up of the multi-stage back end in collaboration with Cristina David.

– Formalisation of the maths behind the multi-stage back end, including the proof of stability of closed-loop models with fixed-point controller error

• DSSynth: an automated digital controller synthesis tool for physical plants [2], ASE 2017 – Alessandro Abate, Iury Bessa, Dario Cattaruzza, Lucas Cordeiro, Cristina David, Pascal Kesseli and Daniel Kroening.

My contributions to the tool paper presented at ASE are limited to my work on the implementation and experimentation for the CAV 2017 paper, as described above.

• Automated Experiment Design for Data-Efficient Verification of Parametric Markov Decision Processes [113], QEST 2017 – with Viraj Wijesuriya, Sofie Haesaert and Alessandro Abate My contributions to this work are as follows:

  – Lead the direction of research with support from S. Haesaert
  – Developed the main algorithm
  – Implementation and experimental evaluation in collaboration with V. Wijesuriya

• Data-Efficient Bayesian Verification of Parametric Markov Chains [112], QEST 2016 – with Viraj Wijesuriya, Sofie Haesaert and Alessandro Abate My contributions to this work are as follows:

  – Lead the direction of research in collaboration with S. Haesaert
  – Developed the main algorithm in collaboration with S. Haesaert
  – Implementation and experimental evaluation
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